Mathematical Analysis
a straightforward approach

K.G. BINMORE
This is an unfussy account of mathematical analysis for first year courses at universities and polytechnics that places little reliance on the reader's previous mathematical background.

The concepts involved are profound and subtle and their application in particular instances requires a mastery of technique which comes only with time and experience. It is tempting to introduce the concepts at a relatively high level of abstraction; it then becomes possible to expose the elegance of the underlying theory. But such treatments make great demands on a student's technical facility. At the other extreme is the danger of overwhelming students with technical detail.

Professor Binmore's approach is to confine attention to 'bread and butter' analysis on the real line and, within this framework, to discuss only those technicalities which are immediately relevant to the basic concepts, the object being to promote confidence and understanding rather than awe or mindless computational efficiency. Emphasis is placed on the importance of tackling problems and the exercises are intended as an integral part of the text. Their worked solutions, which may be consulted when difficulty arises in solving a problem, occupy approximately a third of the book. This abundance of exercises and solutions makes the text highly suitable for those who want to learn the subject on their own as well as for those attending formal classes.
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This book is intended as an easy and unfussy introduction to mathematical analysis. Little formal reliance is made on the reader's previous mathematical background, but those with no training at all in the elementary techniques of calculus would do better to turn to some other book.

An effort has been made to lay bare the bones of the theory by eliminating as much unnecessary detail as is feasible. To achieve this end and to ensure that all results can be readily illustrated with concrete examples, the book deals only with 'bread and butter' analysis on the real line, the temptation to discuss generalisations in more abstract spaces having been reluctantly suppressed. However, the need to prepare the way for these generalisations has been kept well in mind.

It is vital to adopt a systematic approach when studying mathematical analysis. In particular, one should always be aware at any stage of what may be assumed and what has to be proved. Otherwise confusion is inevitable. For this reason, the early chapters go rather slowly and contain a considerable amount of material with which many readers may already be familiar. To neglect these chapters would, however, be unwise.

The exercises should be regarded as an integral part of the book. There is a great deal more to be learned from attempting the exercises than can be obtained from a passive reading of the text. This is particularly the case when, as may frequently happen, the attempt to solve a problem is unsuccessful and it is necessary to turn to the solutions provided at the end of the book.

To help those with insufficient time at their disposal to attempt all the exercises, the less vital exercises have been marked with the symbol †. (The same notation has been used to mark one or two passages in the text which can be omitted without great loss at a first reading.) The symbol * has been used to mark exercises which are more demanding than most but which are well worth attempting.

The final few chapters contain very little theory compared with the number of exercises set. These exercises are intended to illustrate the power of the techniques introduced earlier in the book and to provide the opportunity of some revision of these ideas.

This book arises from a course of lectures in analysis which is given at the London School of Economics. The students who attend this course are mostly not specialist mathematicians and there is little uniformity in their previous
mathematical training. They are, however, quite well-motivated. The course is a 'one unit' course of approximately forty lectures supplemented by twenty informal problem classes. I have found it possible to cover the material of this book in some thirty lectures. Time is then left for some discussion of point set topology in simple spaces. The content of the book provides an ample source of examples for this purpose while the more general theorems serve as reinforcement for the theorems of the text.

Other teachers may prefer to go through the material of the book at a more leisurely pace or else to move on to a different topic. An obvious candidate for further discussion is the algebraic foundation of the real number system and the proof of the Continuum Property. Other alternatives are partial differentiation, the complex number system or even Lebesgue measure on the line.

I would like to express my gratitude to Elizabeth Boardman and Richard Holmes for reading the text for me so carefully. My thanks are also due to 'Buffy' Fennelly for her patience and accuracy in preparing the typescript. Finally, I would like to mention M.C. Austin and H. Kestelman from whom I learned so much of what I know.

July 1976

K.G.B.

1 REAL NUMBERS

1.1 Set notation

A set is a collection of objects which are called its elements. If \( x \) is an element of the set \( S \), we say that \( x \) belongs to \( S \) and write 

\[ x \in S. \]

If \( y \) does not belong to \( S \), we write \( y \notin S. \)

The simplest way of specifying a set is by listing its elements. We use the notation 

\[ A = \{ \frac{1}{2}, 1, \sqrt{2}, e, \pi \} \]

to denote the set whose elements are the real numbers \( \frac{1}{2}, 1, \sqrt{2}, e \) and \( \pi \).

Similarly 

\[ B = \{ \text{Romeo, Juliet} \} \]

denotes the set whose elements are Romeo and Juliet.

This notation is, of course, no use in specifying a set which has an infinite number of elements. Such sets may be specified by naming the property which distinguishes elements of the set from objects which are not in the set. For example, the notation 

\[ C = \{ x : x > 0 \} \]

(which should be read 'the set of all \( x \) such that \( x > 0 \)') denotes the set of all positive real numbers. Similarly 

\[ D = \{ y : y \text{ loves Romeo} \} \]

denotes the set of all people who love Romeo.

It is convenient to have a notation for the empty set \( \emptyset \). This is the set which has no elements. For example, if \( x \) denotes a variable which ranges over the set of all real numbers, then 

\[ \{ x : x^2 + 1 = 0 \} = \emptyset. \]

This is because there are no real numbers \( x \) such that \( x^2 = -1 \).

If \( S \) and \( T \) are two sets, we say that \( S \) is a subset of \( T \) and write
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\[ S \subseteq T \]

if every element of \( S \) is also an element of \( T \).

As an example, consider the sets \( P = \{1, 2, 3, 4\} \) and \( Q = \{2, 4\} \). Then \( Q \subseteq P \).

Note that this is not the same thing as writing \( Q \in P \), which means that \( Q \) is an element of \( P \). The elements of \( P \) are simply \( 1, 2, 3 \) and \( 4 \). But \( Q \) is not one of these.

The sets \( A, B, C \) and \( D \) given above also provide some examples. We have \( A \subset C \) and \( (\text{presumably}) B \subset D \).

1.2 The set of real numbers

It will be adequate for these notes to think of the real numbers as being points along a straight line which extends indefinitely in both directions. The line may then be regarded as an ideal ruler with which we may measure the lengths of line segments in Euclidean geometry.

\[
\begin{array}{cccccccc}
-2 & -1 & 0 & \frac{1}{2} & \frac{\sqrt{2}}{2} & 1 & \frac{3}{2} & 2
\end{array}
\]

The set of all real numbers will be denoted by \( \mathbb{R} \). The table below distinguishes three important subsets of \( \mathbb{R} \).

<table>
<thead>
<tr>
<th>Subset</th>
<th>Notation</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural numbers</td>
<td>( \mathbb{N} )</td>
<td>( 1, 2, 3, 4, 5, \ldots )</td>
</tr>
<tr>
<td>Integers</td>
<td>( \mathbb{Z} )</td>
<td>( \ldots, -2, -1, 0, 1, 2, 3, \ldots )</td>
</tr>
<tr>
<td>Rational numbers</td>
<td>( \mathbb{Q} )</td>
<td>( 0, 1, 2, 1/3, 3, \ldots, -\frac{1}{2}, -\frac{3}{4}, \ldots )</td>
</tr>
</tbody>
</table>

Not all real numbers are rational. Some examples of irrational numbers are \( \sqrt{2}, \pi \).

While we do not go back to first principles in these notes, the treatment will be rigorous so far as it goes. It is therefore important to be clear, at every stage, about what our assumptions are. We shall then know what has to be proved and what may be taken for granted. Our most vital assumptions are concerned with the properties of the real number system. The rest of this chapter and the following two chapters are consequently devoted to a description of the properties of the real number system which we propose to assume and to some of their immediate consequences.

1.3 Arithmetic

The first assumption is that the real numbers satisfy all the usual laws of addition, subtraction, multiplication and division.

The rules of arithmetic, of course, include the proviso that division by zero is not allowed. Thus, for example, the expression

\[
\frac{2}{0}
\]

makes no sense at all. In particular, it is not true that

\[
\frac{2}{0} = \infty.
\]

We shall have a great deal of use for the symbol \( \infty \), but it must clearly be understood that \( \infty \) does not represent a real number. Nor can it be treated as such except in very special circumstances.

1.4 Inequalities

The next assumptions concern inequalities between real numbers and their manipulation.

We assume that, given any two real numbers \( a \) and \( b \), there are three mutually exclusive possibilities:

1. \( a > b \) (\( a \) is greater than \( b \))
2. \( a = b \) (\( a \) equals \( b \))
3. \( a < b \) (\( a \) is less than \( b \)).

Observe that \( a < b \) means the same thing as \( b > a \). We have, for example, the following inequalities.

\[
1 > 0; \quad 3 > 2; \quad 2 < 3; \quad -1 < 0; \quad -3 < -2.
\]

There is often some confusion about the statements

4. \( a \geq b \) (\( a \) is greater than or equal to \( b \))
5. \( a \leq b \) (\( a \) is less than or equal to \( b \)).

To clear up this confusion, we note that the following are all true statements.

\[
1 \geq 0; \quad 3 \geq 2; \quad 1 \geq 1; \quad 2 < 3; \quad -1 < 0; \quad -3 < -2.
\]

We assume four basic rules for the manipulation of inequalities. From these
the other rules may be deduced.

(I) If \( a > b \) and \( b > c \), then \( a > c \).

(II) If \( a > b \) and \( c \) is any real number, then \( a + c > b + c \).

(III) If \( a > b \) and \( c > 0 \), then \( ac > bc \) (i.e. inequalities can be multiplied through by a positive factor).

(IV) If \( a > b \) and \( c < 0 \), then \( ac < bc \) (i.e. multiplication by a negative factor reverses the inequality).

1.5 Example If \( a > 0 \), prove that \( a^{-1} > 0 \).

Proof We argue by contradiction. Suppose that \( a > 0 \) but that \( a^{-1} \leq 0 \). It cannot be true that \( a^{-1} = 0 \) (since then \( 0 = a \cdot a = 1 \)). Hence \( a^{-1} < 0 \).

By rule III we can multiply this inequality through by \( a \) (since \( a > 0 \)). Hence \( 1 = a^{-1} \cdot a < 0 \cdot a = 0 \).

But \( 1 < 0 \) is a contradiction. Therefore the assumption \( a^{-1} \leq 0 \) was false. Hence \( a^{-1} > 0 \).

1.6 Example If \( x \) and \( y \) are positive, then \( x < y \) if and only if \( x^2 < y^2 \).

Proof We have to show two things. First, that \( x < y \) implies \( x^2 < y^2 \), and secondly, that \( x^2 < y^2 \) implies \( x < y \).

(i) We begin by assuming that \( x < y \) and try to deduce that \( x^2 < y^2 \). Multiply the inequality \( x < y \) through by \( x > 0 \) (rule III). We obtain

\[ x^2 < xy. \]

Similarly

\[ xy < y^2. \]

But now \( x^2 < y^2 \) follows from rule I.

(ii) We now assume that \( x^2 < y^2 \) and try and deduce that \( x < y \). Adding \(-x^2\) to both sides of \( x^2 < y^2 \) (rule II), we obtain

\[ y^2 - x^2 > 0 \]

i.e. \( (y - x)(y + x) > 0 \). (1)

Since \( x + y > 0 \), \( (x + y)^{-1} > 0 \) (example 1.6). We can therefore multiply through inequality (1) by \( (x + y)^{-1} \) to obtain

\[ y - x > 0 \]

i.e. \( x < y \).

(Alternatively, we could prove (ii) as follows. Assume that \( x^2 < y^2 \) but that \( x \geq y \). From \( x \geq y \) it follows (as in (i)) that \( x^2 \geq y^2 \), which is a contradiction.)

1.7 Example Suppose that, for any \( e > 0 \), \( a < b + e \). Then \( a < b \).

Proof Assume that \( a > b \). Then \( a - b > 0 \). But, for any \( e > 0 \), \( a < b + e \) hence \( a < b + e \) in the particular case when \( e = b - a \). Thus

\[ a < b + (b - a) \]

and so \( a < a \).

This is a contradiction. Hence our assumption \( a > b \) must be false. Therefore \( a < b \).

(Note: The symbol \( \epsilon \) in this example is the Greek letter epsilon. It should be carefully distinguished from the 'belongs to' symbol \( \in \) and also from the symbol \( \epsilon \) which is the Greek letter xi.)

1.8 Exercise

(1) If \( x \) is any real number, prove that \( x^2 \geq 0 \). If \( 0 < a < 1 \) and \( b > 1 \), prove that

\[ (i) 0 < a^2 < a < 1 \quad (ii) b^2 > b > 1. \]

(2) If \( b > 0 \) and \( B > 0 \) and

\[ \frac{a}{b} < \frac{A}{B}, \]

prove that \( aB < bA \). Deduce that

\[ \frac{a}{b} < \frac{a + A}{b + B} < \frac{A}{B}. \]

(3) If \( a > b \) and \( c > d \), prove that \( a + c > b + d \) (i.e. inequalities can be added). If, also, \( b > 0 \) and \( d > 0 \), prove that \( ac > bd \) (i.e. inequalities between positive numbers can be multiplied).

(4) Show that each of the following inequalities may fail to hold even though \( a > b \) and \( c > d \).

\[ (i) a - c > b - d \]
(ii) \[ \frac{a}{c} \geq \frac{b}{d} \]  
(iii) \( ac > bd \).

What happens if we impose the extra condition that \( b > 0 \) and \( a > 0 \) 
(5) Suppose that, for any \( e > 0 \), \( a - e < b < a + e \). Prove that \( a = b \).

(6) Suppose that \( a < b \). Show that there exists a real number \( c \) satisfying \( a < c < b \).

## 1.9 Roots

Let \( n \) be a natural number. The reader will be familiar with the notation \( y = x^n \). For example, \( x^2 = x \cdot x \) and \( x^3 = x \cdot x \cdot x \).

Our next assumption about the real number system is the following. Given any \( y > 0 \) there is exactly one value of \( x > 0 \) such that

\[ y = x^n. \]

(Later on we shall see how this property may be deduced from the theory of continuous functions.)

If \( y > 0 \), the value of \( x > 0 \) which satisfies the equation \( y = x^n \) is called the \( n \)th root of \( y \) and is denoted by

\[ x = y^{1/n}. \]

When \( n = 2 \), we also use the notation \( \sqrt{y} = y^{1/2} \). Note that, with this convention, it is always true that \( \sqrt{y} \geq 0 \). If \( y > 0 \), there are, of course, two numbers whose square is \( y \). The positive one is \( \sqrt{y} \) and the negative one is \( -\sqrt{y} \).

The notation \( \pm \sqrt{y} \) means \( \sqrt{y} \) or \( -\sqrt{y} \).

If \( r = m/n \) is a positive rational number and \( y > 0 \), we define

\[ y^r = (y^m)^{1/n}. \]

If \( r \) is a negative rational, then \(-r\) is a positive rational and hence \( y^{-r} \) is defined. If \( y > 0 \) we can therefore define \( y^r \) by

\[ y^r = \frac{1}{y^{-r}}. \]

We also write \( y^0 = 1 \). With these conventions it follows that, if \( y > 0 \), then \( y^r \) is defined for all rational numbers \( r \). (The definition of \( y^x \) when \( x \) is an irrational real number must wait until a later chapter.)

## 1.10 Quadratic equations

If \( y > 0 \), the equation \( x^2 = y \) has two solutions. We denote the positive solution by \( \sqrt{y} \). The negative solution is therefore \(-\sqrt{y} \). We note again that

\[ \sqrt{y} \]  
there is no ambiguity about these symbols and that \( \pm \sqrt{y} \) simply means \( \sqrt{y} \) or \( -\sqrt{y} \).

The general quadratic equation has the form

\[ ax^2 + bx + c = 0 \]

where \( a \neq 0 \). Multiply through by \( 4a \). We obtain

\[ 4a^2x^2 + 4abx + 4ac = 0 \]

\[ (2ax + b)^2 = b^2 - 4ac \]

It follows that the quadratic equation has no real solutions if \( b^2 - 4ac < 0 \), one real solution if \( b^2 - 4ac = 0 \) and two real solutions if \( b^2 - 4ac > 0 \). If \( b^2 - 4ac > 0 \),

\[ 2ax + b = \pm \sqrt{b^2 - 4ac} \]

\[ x = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}. \]

The roots of the equation \( ax^2 + bx + c = 0 \) are therefore

\[ \alpha = \frac{-b - \sqrt{b^2 - 4ac}}{2a} \quad \text{and} \quad \beta = \frac{-b + \sqrt{b^2 - 4ac}}{2a}. \]

It is a simple matter to check that, for all values of \( x \),

\[ ax^2 + bx + c = a(x - \alpha)(x - \beta). \]

With the help of this formula, we can sketch the graph of the equation \( y = ax^2 + bx + c \).

### 1.11 Example

A nice application of the work on quadratic equations described above is the proof of the important Cauchy-Schwarz inequality. This asserts that, if \( a_1, a_2, \ldots, a_n \) and \( b_1, b_2, \ldots, b_n \) are any real numbers, then

\[ (a_1b_1 + a_2b_2 + \ldots + a_nb_n)^2 \leq (a_1^2 + a_2^2 + \ldots + a_n^2)(b_1^2 + b_2^2 + \ldots + b_n^2). \]
For any \( x \),
\[ 0 \leq (a_1x + b_1)^2 + (a_2x + b_2)^2 + \ldots + (a_nx + b_n)^2 \]
\[ = (a_1^2 + \ldots + a_n^2)x^2 + 2(a_1b_1 + \ldots + a_nb_n)x + (b_1^2 + \ldots + b_n^2) \]
\[ = Ax^2 + 2Bx + C. \]

Since \( y = Ax^2 + 2Bx + C \geq 0 \) for all values of \( x \), it follows that the equation \( Ax^2 + 2Bx + C = 0 \) cannot have two (distinct) roots. Hence
\[ (2B)^2 - 4AC < 0 \]
i.e., \( B^2 < AC \)
which is what we had to prove.

### 1.12 Exercise

1. Suppose that \( n \) is an even natural number. Prove that the equation \( x^n = y \) has no solutions if \( y < 0 \), one solution if \( y = 0 \) and two solutions if \( y > 0 \).
2. Suppose that \( n \) is an odd natural number. Prove that the equation \( x^n = y \) always has one and only one solution.
3. Draw graphs of \( y = x^3 \) and \( y = x^2 \) to illustrate these results.

### 1.13 Irrational Numbers

In §1.2 we mentioned the existence of irrational real numbers. That such numbers exist is by no means obvious. For example, one may imagine the process of marking all the rational numbers on a straight line. First one would mark the integers. Then one would move on to the multiples of \( \frac{1}{2} \) and then to the multiples of \( \frac{1}{3} \) and so on. Assuming that this program could ever be completed, one might very well be forgiven for supposing that there would be no room left for any more points on the line.

But our assumption about the existence of \( n \)th roots renders this view untenable. This assumption requires us to accept the existence of a positive real number \( x \) (namely \( \sqrt{2} \)) which satisfies \( x^2 = 2 \). If \( x \) were a rational number it would be expressible in the form
\[ x = \frac{m}{n} \]
where \( m \) and \( n \) are natural numbers with no common divisor (other than 1). It follows that
\[ m^2 = 2n^2 \]
and so \( m^2 \) is even. This implies that \( m \) is even. (If \( m \) were odd, we should have \( m = 2k + 1 \). But then \( m^2 = 4k^2 + 4k + 1 \) which is odd.) We may therefore write \( m = 2k \). Hence
\[ 4k^2 = 2n^2 \]
\[ n^2 = 2k^2. \]
Thus \( n \) is even. We have therefore shown that both \( m \) and \( n \) are divisible by 2. This is a contradiction and it follows that \( x \) cannot be rational, i.e., \( \sqrt{2} \) must be an irrational real number.

Of course, \( \sqrt{2} \) is not the only irrational number and the ability to extract \( n \)th roots allows us to construct many others. But it should not be supposed that all irrational numbers can be obtained in this way. It is not even true that every irrational number is a root of an equation of the form
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\[ a_0 + a_1 x + a_2 x^2 + \ldots + a_n x^n = 0 \]

in which the coefficients \( a_0, a_1, \ldots, a_n \) are rational numbers. Real numbers which are not the roots of such an equation are called transcendental, notable examples being \( \pi \) and \( e \). This fascinating topic, however, lies outside the scope of this book.

1.14 Modulus

Suppose that \( x \) is a real number. Its modulus (or absolute value) \( |x| \) is defined by

\[
|x| = \begin{cases} 
  x & (x \geq 0) \\
  -x & (x < 0).
\end{cases}
\]

Thus \( |3| = 3, | -6| = 6 \) and \( |0| = 0 \). Obviously \( |x| \geq 0 \) for all values of \( x \).

It is sometimes useful to note that \( |x| = \sqrt{x^2} \).

1.15 Theorem For any real number \( x \),

\[-|x| \leq x \leq |x|.

Proof Either \( x \geq 0 \) or \( x < 0 \). In the first case, \(-|x| \leq 0 \leq x = |x| \). In the second case, \(-|x| = x < 0 \leq |x| \).

1.16 Theorem For any real numbers \( a \) and \( b \)

\[ |ab| = |a| \cdot |b| \]

Proof The most elegant proof is the following.

\[ |ab| = \sqrt{(ab)^2} = \sqrt{a^2 b^2} = \sqrt{a^2} \cdot \sqrt{b^2} = |a| \cdot |b|. \]

The next theorem is of great importance and is usually called the triangle inequality. This nomenclature may be justified by observing that the theorem is the special case of Minkowski's inequality (exercise 1.12(6)) with \( n = 1 \). We give a separate proof.

1.17 Theorem (triangle inequality) For any real numbers \( a \) and \( b \),

\[ |a + b| \leq |a| + |b|. \]

Proof We have

\[ |a + b|^2 = (a + b)^2 = a^2 + 2ab + b^2 \]

\[ \leq |a|^2 + 2|ab| + |b|^2 \]

(1.15)

\[ = |a|^2 + 2|a| |b| + |b|^2 \]

(1.16)

\[ = (|a| + |b|)^2. \]

It follows (from example 1.6) that

\[ |a + b| \leq |a| + |b|. \]

1.18 Theorem For any real numbers \( c \) and \( d \),

\[ |c - d| \geq |c| - |d|. \]

Proof Take \( a = d \) and \( b = c - d \) in the triangle inequality. Then

\[ a + b = c \quad \text{and so} \quad |c| = |a + b| \leq |a| + |b| = |d| + |c - d|. \]

1.19 Example

(i) \( 2 = |-1 + 3| \leq |-1| + |3| = 1 + 3 = 4 \).

(ii) \( 7 = |6 - (-1)| \geq |6| - |-1| = 6 - 1 = 5 \).

1.20 Exercise

(1) Prove that \( |a| < b \) if and only if \( -b < a < b \).

[Recall that you have two things to prove as in example 1.6.]

(2) Prove that

\[ |c - d| \geq ||c| - |d||. \]

(3) The distance \( d(x, y) \) between two real numbers \( x \) and \( y \) is defined by \( d(x, y) = |x - y| \). Show that, for any \( x, y \) and \( z \),

(i) \( d(x, y) \geq 0 \)

(ii) \( d(x, y) = d(y, x) \)

(iii) \( d(x, y) = 0 \) if and only if \( x = y \)

(iv) \( d(x, y) \leq d(x, z) + d(z, y) \).

(4) If \( r \) and \( s \) are rational numbers, prove that

\[ r + s \sqrt{2} \]

is irrational unless \( s = 0 \).

(5) Suppose that the coefficients \( a \neq 0 \), \( b \) and \( c \) of the quadratic equation

\[ ax^2 + bx + c = 0 \]

are all rational numbers and that \( \alpha = r + s \sqrt{2} \) is a root of this equation, where \( r \) and \( s \) are also rational numbers. Prove that \( \beta = r - s \sqrt{2} \) is also a root.

(6) Prove that \( 3^{1/2} \) and \( 2^{1/3} \) are irrational numbers.
2 CONTINUUM PROPERTY

2.1 Achilles and the tortoise

The following is one of the famous paradoxes of Zeno. Achilles is to race a tortoise. Since Achilles runs faster than the tortoise, the tortoise is given a start of \( x \) feet. When Achilles reaches the point where the tortoise started, the tortoise will have advanced a bit, say \( x_1 \) feet. Achilles soon reaches the tortoise's new position, but, by then, the tortoise will have advanced a little bit more, say \( x_2 \) feet. This argument may be continued indefinitely and so Achilles can never catch the tortoise.

The simplest way to resolve this paradox is to say that Achilles catches the tortoise after he has run a distance of \( x \) feet, where \( x \) is 'the smallest real number larger than all of the numbers \( x_0, x_0 + x_1, x_0 + x_1 + x_2, \ldots \)'. Zeno's argument then simply reduces to subdividing a line segment of length \( x \) into an infinite number of smaller line segments of respective lengths \( x_0, x_1, x_2, \ldots \).

Formulated in this way, the paradox loses its sting.

This solution, of course, depends very strongly on the existence of the real number \( x \), i.e. the smallest real number larger than all of the numbers \( x_0, x_0 + x_1, x_0 + x_1 + x_2, \ldots \).

A similar lesson is to be learned from Archimedes' method of exhaustion. This was invented by Archimedes as a means of evaluating the area of regions with curved boundaries.

In the case of a circle, the method involves inscribing a sequence of larger and larger regular polygons inside the circle and then calculating their areas \( A_1, A_2, A_3, \ldots \)

The area \( A \) of the circle is then identified with the 'smallest real number larger than each of the numbers \( A_1, A_2, A_3, \ldots \)'. By taking the radius of the circle to be 1 and calculating the value of \( A_n \) for a large enough value of \( n \), Archimedes was able to obtain as close an approximation to \( \pi \) as he chose.

Note that this method again depends strongly on the existence of a smallest real number larger than all of the real numbers \( A_1, A_2, A_3, \ldots \).

2.2 The Continuum Property

The discussion of the previous section indicates the necessity of making a further assumption about the real number system. It would, after all, be most unsatisfactory if Achilles never caught the tortoise or if a circle had no area. We shall call our new assumption the Continuum Property of the real numbers.

The Continuum Property is not usually mentioned explicitly in a school algebra course, but it is very important for what follows in these notes. The rest of this chapter is therefore devoted to its consideration. We begin with some terminology.

A set \( S \) of real numbers is bounded above if there exists a real number \( H \) which is greater than or equal to every element of the set, i.e. if, for some \( H \),

\[
x \leq H
\]

for any \( x \in S \).

The number \( H \) (if such a number exists) is called an upper bound of the set \( S \).

A set \( S \) of real numbers is bounded below if there exists a real number \( h \)
Continuum property

Every non-empty set of real numbers which is bounded above has a smallest upper bound. Every non-empty set of real numbers which is bounded below has a largest lower bound.

Thus, if $S$ is a non-empty set which is bounded above, then $S$ has an upper bound $B$ such that, given any other upper bound $H$ of $S$,

$x \geq h$

for any $x \in S$.

The number $h$ (if such a number exists) is called a lower bound of the set $S$.

A set which is both bounded above and bounded below is just said to be bounded.

2.3 Proposition A set $S$ of real numbers is bounded if and only if there exists a real number $K$ such that

$|x| \leq K$

for any $x \in S$. (This is easily proved with the help of exercise 1.20(1).)

2.4 Examples

(i) The set $\{1, 2, 3\}$ is bounded above. Some upper bounds are 100, 10, 4 and 3. The set is also bounded below. Some lower bounds are $-27, 0$ and 1.

(ii) The set $\{x: 1 < x < 2\}$ is bounded above. Some upper bounds are 100, 10, 4 and 2. The set is also bounded below. Some lower bounds are $-27, 0$ and 1.

(iii) The set $\{x: x > 0\}$ is unbounded above. If $H > 0$ is proposed as an upper bound, one has only to point to $H + 1$ to obtain an element of the set larger than the supposed upper bound. However, the set $\{x: x > 0\}$ is bounded below. Some lower bounds are $-27$ and 0.

We now state the Continuum Property which will be fundamental for the remainder of these notes.

Continuum property

Every non-empty set of real numbers which is bounded above has a smallest upper bound. Every non-empty set of real numbers which is bounded below has a largest lower bound.

Similarly, if $S$ is a non-empty set which is bounded below, then $S$ has a lower bound $b$ such that, given any other lower bound $h$,

$b \geq h$.

2.5 Examples

(i) The smallest upper bound of the set $\{1, 2, 3\}$ is 3. The largest lower bound of the set $\{1, 2, 3\}$ is 1.

(ii) The smallest upper bound of the set $\{x: 1 < x < 2\}$ is 2. The largest lower bound is 1.

(iii) The set $\{x: x > 0\}$ has no upper bounds at all. The largest lower bound of the set $\{x: x > 0\}$ is 0.

2.6 Supremum and infimum

If a non-empty set $S$ is bounded above, then, by the Continuum Property, it has a smallest upper bound $B$. This smallest upper bound $B$ is sometimes called the supremum of the set $S$. We write $B = \sup S$ or

$B = \sup_{x \in S} x$.

Similarly, a set which is bounded below has a largest lower bound $b$. We call $b$ the infimum of the set $S$ and write $b = \inf S$ or

$b = \inf_{x \in S} x$.

Sometimes you may encounter the notation $\sup S = +\infty$. This simply means that $S$ is unbounded above. Similarly, $\inf S = -\infty$ means that $S$ is unbounded below.

2.7 Maximum and minimum

If a set $S$ has a largest element $M$, we call $M$ the maximum of the set $S$ and write $M = \max S$. If $S$ has a smallest element $m$, we call $m$ the minimum of $S$ and write $m = \min S$. 
It is fairly obvious that, if a set $S$ has a maximum $M$, then it is bounded above and its smallest upper bound is $M$. Thus, in this case, $\sup S = \max S$.

A common error is to suppose that the smallest upper bound of a set $S$ is always the maximum of the set. However, some sets which are bounded above (and hence have a smallest upper bound) do not have a maximum. (See example 2.8(i).)

Similar remarks, of course, apply to largest lower bounds and minima of sets.

2.8 Examples

(i) The set $\{1, 2, 3\}$ has a maximum 3 and this is equal to its smallest upper bound. The set $\{1, 2, 3\}$ has minimum 1 and this is equal to its largest lower bound.

(ii) The set $\{x : 1 \leq x < 2\}$ has no maximum. The number 2 cannot be the largest element of the set because it does not belong to the set. On the other hand, any $x$ in the set satisfies $1 \leq x < 2$. But then

$$ y = \frac{x + 2}{2} $$

is an element of the set which is larger than $x$. Hence $x$ cannot be the largest element of the set. However, $\{x : 1 \leq x < 2\}$ has smallest upper bound 2.

The set $\{x : 1 \leq x < 2\}$ has minimum 1 (why?). This is equal to its largest lower bound.

(iii) The set $\{x : x > 0\}$ has no maximum, nor does it have any upper bounds. The set $\{x : x > 0\}$ has no minimum (why not?). Its largest lower bound is 0.

2.9 Intervals

An interval $I$ is a set of real numbers with the property that, if $x \in I$ and $y \in I$ and $x < z < y$, then $z \in I$, i.e. if two numbers belong to $I$, then so does every number between them.

In describing intervals we use the following notation:

- $(a, b) = \{x : a < x < b\}$
- $[a, b] = \{x : a \leq x \leq b\}$
- $[a, b) = \{x : a \leq x < b\}$
- $(a, b] = \{x : a < x \leq b\}$.

These are the bounded intervals (classified by whether or not they have a maximum and whether or not they have a minimum). We also need to consider the unbounded intervals. For these we use the notation below.

$$(a, \infty) = \{x : x > a\}$$
$$[a, \infty) = \{x : x \geq a\}$$
$$(-\infty, b) = \{x : x < b\}$$
$$(-\infty, b] = \{x : x \leq b\}$$

(Do not be misled by this notation into supposing that $\infty$ or $-\infty$ are real numbers or that they can be treated as such.)

All intervals (with the exception of the empty set and the set of all real numbers) fall into one of the categories described above. We call the intervals $(a, b), (a, \infty)$ and $(-\infty, b)$ open and the intervals $[a, b], [a, \infty]$ and $(-\infty, b]$ closed. (The intervals $[a, b)$ and $(b, a)$ are sometimes called half-open.)

Of particular importance are the closed, bounded intervals $[a, b]$. We shall call such an interval compact.

2.10 Exercise

1. Which of the following statements are true?
   
   (i) $x \in (1, 2)$
   (ii) $2 \in (-\infty, 3)$
   (iii) $1 \in [1, 2)$
   (iv) $2 \in (0, 2)$
   (v) $3 \in [1, 3]$.

2. If $z$ is a real number and $\delta > 0$, prove that

   $$\{x : |z - x| < \delta\} = (z - \delta, z + \delta).$$

3. Decide in each of the following cases whether or not the given set is bounded above. For those sets which are bounded above, write down three different upper bounds including the smallest upper bound. Decide which of the sets have a maximum and, where this exists, write down its value.
   
   (i) $(0, 1)
   (ii) (-\infty, 2]
   (iii) [-1, 0, 2, 3]
   (iv) (3, \infty)
   (v) [0, 1].$

4. Repeat the above question but with the words 'above, upper and maximum' replaced by 'below, lower and minimum'.

5. Give an example of a set which has smallest upper bound 4 but contains no element $x$ satisfying $3 < x < 4$.

6. Show that, given any element $x$ of the set $(0, \infty)$, there is another element $y \in (0, \infty)$ with the property that $y < x$. Deduce that $(0, \infty)$ has no minimum.
2.11 Manipulations with sup and inf
We prove one result and list some others as exercises.

2.12 Theorem
Suppose that \( S \) is a non-empty set of real numbers which is bounded above and \( \xi > 0 \). Then
\[
\sup_{x \in S} \xi x = \xi \sup_{x \in S} x.
\]

Proof
Let \( B = \sup S \). Then \( B \) is the smallest number such that, for any \( x \in S \),
\[
x \leq B.
\]
Let \( T = \{ \xi x : x \in S \} \). Since \( \xi > 0 \),
\[
\xi x \leq \xi B
\]
for any \( x \in S \). Hence \( T \) is bounded above by \( \xi B \). By the Continuum Property, \( T \) has a smallest upper bound (or supremum) \( C \). We have to prove that \( C = \xi B \).
Since \( \xi B \) is an upper bound for \( T \) and \( C \) is the smallest upper bound for \( T \),
\[
C \leq \xi B.
\]

Now repeat the argument with the roles of \( S \) and \( T \) reversed. We know that \( C \) is the smallest number such that, for any \( y \in T \),
\[
y \leq C.
\]
Since \( \xi > 0 \), it follows that
\[
\xi^{-1} y \leq \xi^{-1} C
\]
for any \( y \in T \). But \( S = \{ \xi^{-1} y : y \in T \} \). Hence \( \xi^{-1} C \) is an upper bound for \( S \). But \( B \) is the smallest upper bound for \( S \). Thus
\[
B \leq \xi^{-1} C
\]
\[
\xi B \leq C.
\]

We have shown that \( C \leq \xi B \) and also that \( \xi B \leq C \). Hence \( \xi B = C \).

2.13 Exercise
(1) Suppose that \( S \) is bounded above and that \( S_0 \subseteq S \). Prove that \( \sup S_0 \leq \sup S \).
(2) Suppose that \( S \) is bounded above and that \( \xi \) is any real number. Prove that
\[
\sup_{x \in S} (x + \xi) = \sup_{x \in S} x + \xi.
\]
3 NATURAL NUMBERS

3.1 Introduction
In this chapter we explore some implications of the Continuum Property for sets of natural numbers. As always, arithmetical properties are taken for granted. But where a proof hinges on such a property, the property will be explicitly stated.

3.2 Archimedean property
The Archimedean property is the assertion of the following theorem.

3.3 Theorem The set \( \mathbb{N} \) of natural numbers is unbounded above.
Proof For this proof we need to assume that, if \( n \) is a natural number, then so is \( n + 1 \).
Suppose that the theorem is false. Then \( \mathbb{N} \) is bounded above. By the Continuum Property it therefore has a smallest upper bound \( B \). Since \( B \) is the smallest upper bound for \( \mathbb{N} \), \( B - 1 \) is not an upper bound for \( \mathbb{N} \). Thus, for some \( n \in \mathbb{N} \),
\[
n > B - 1
\]
\[
\therefore \quad n + 1 > B.
\]
But then \( n + 1 \) is an element of the set \( \mathbb{N} \) which is greater than \( B \). But \( B \) is an upper bound of the set \( \mathbb{N} \). This is a contradiction.
Hence \( \mathbb{N} \) is unbounded above.

3.4 Example Prove that the set
\[
S = \{n^{-1} : n \in \mathbb{N} \}
\]
is bounded below with largest lower bound 0.
Proof Since the natural numbers are all positive,
\[
n^{-1} > 0
\]
for all \( n \in \mathbb{N} \). Hence the set \( S \) is bounded below by 0. We have to prove that 0 is the largest lower bound.
Suppose that \( h > 0 \) is a lower bound for \( S \). Then, for each \( n \in \mathbb{N} \),
\[
n^{-1} > h.
\]
Hence, for each \( n \in \mathbb{N} \),
\[
n < h^{-1}.
\]
But then \( h^{-1} \) is an upper bound for the set \( \mathbb{N} \) which we know is unbounded above. It follows from this contradiction that no \( h > 0 \) can be a lower bound for \( S \). Thus 0 is the largest lower bound for \( S \).
Note that 0 \( \not\in \mathbb{N} \) and hence \( S \) has no minimum.

3.5 Theorem Every set of natural numbers which is not empty has a minimum.
Proof For this proof we need to assume that the distance between distinct natural numbers is at least 1.
Let \( S \) be a non-empty set of natural numbers. Given that all natural numbers are positive, 0 is a lower bound for \( S \). By the Continuum Property, it follows that \( S \) has a largest lower bound \( b \). Since \( b \) is the largest lower bound, \( b + 1 \) is not a lower bound. Therefore, for some \( n \in S \),
\[
n < b + 1.
\]
If \( n \) is the minimum of \( S \), there is nothing to prove. If not, then, for some \( m \in S \), \( m < n \). We obtain the inequality
\[
b < m < n < b + 1
\]
from which follows the contradiction \( 0 < n - m < 1 \).

3.6 Exercise
(1) Prove that the set
\[
S = \left\{ \frac{n-1}{n} : n \in \mathbb{N} \right\}
\]
is bounded above with smallest upper bound 1. Does \( S \) have a maximum?
(2) Let \( X > 1 \). Prove that the set
\[
S = \{X^n : n \in \mathbb{N} \}
\]
is unbounded above. [Hint: if \( B \) were the smallest upper bound, then \( BX^{-1} \) could not be an upper bound.] Show that, if \( 0 < x < 1 \), then the
set
\[ T = \{ x^n : n \in \mathbb{N} \} \]
is bounded below with largest lower bound 0.

(3) Prove that any non-empty set of integers which is bounded above has a maximum and that any non-empty set of integers which is bounded below has a minimum.

(4) Let \( a < b \). Prove that there exists a rational number \( r \) satisfying \( a < r < b \). [Hint: justify the existence of a natural number \( n \) satisfying \( n > (b-a)^{-1} \) and consider the rational number \( r = mn \) where \( m \) is the smallest integer satisfying \( m > an \).]

(5) Let \( S \) be the set of all rational numbers \( r \) such that \( 0 < r < 1 \). Show that \( S \) has no maximum and no minimum. Prove that \( S \) is bounded and has largest lower bound 0 and smallest upper bound 1. [Hint: for the last part, use the previous question.]

(6) Let \( a < b \). Prove that there exists an irrational number \( \xi \) satisfying \( a < \xi < b \). [Hint: exercise 1.20(4).]

### 3.7 Principle of induction

Suppose that a line of dominoes is arranged so that, if the \( n \)th one falls, it will knock over the \( (n+1) \)th. If the first domino is pushed over, most people would agree that all the dominoes would then fall down.

The principle of induction is an idealisation of this simple notion. We show below how it may be deduced from theorem 3.5.

### 3.8 Theorem (principle of induction)

Suppose that, for each \( n \in \mathbb{N} \), \( P(n) \) is a statement about the natural number \( n \). Suppose also that

(i) \( P(1) \) is true

(ii) if \( P(n) \) is true, then \( P(n+1) \) is true.

Then \( P(n) \) is true for every \( n \in \mathbb{N} \).

Proof: For this proof we need to assume that, if \( n \) is a natural number other than 1, then \( n \) is a natural number as well.

Let \( S = \{ n : P(n) \text{ is false} \} \). We want to prove that \( S \) is empty. Suppose that \( S \) is not empty. Then from theorem 3.5 it follows that \( S \) has a minimum \( m \). Since \( P(1) \) is true, \( 1 \notin S \). Hence \( m \neq 1 \). Therefore \( m-1 \) is a natural number. But \( m \) is the minimum of \( S \). Thus \( m-1 \notin S \) and so \( P(m-1) \) is true. But then \( P(m) \) is true (because of hypothesis (ii) of the theorem). Hence \( m \notin S \) which is a contradiction.

### 3.9 Example

For each \( n \in \mathbb{N} \)

\[ 1 + 2 + 3 + \ldots + n = \frac{1}{2} n(n+1). \]

Proof: Let \( S_n = 1 + 2 + 3 + \ldots + n = \sum_{k=1}^{n} k \). Let \( P(n) \) be the statement \( S_n = \frac{1}{2} n(n+1) \).

We have \( S_1 = 1 \), and \( \frac{1}{2} (1+1) = 1 \). Hence \( P(1) \) is true. We now wish to show that if \( P(n) \) is true, then \( P(n+1) \) is true. To do this, we assume that \( P(n) \) is true and try and deduce that \( P(n+1) \) is true. Thus we assume that \( S_n = \frac{1}{2} n(n+1) \) and try and deduce that \( S_{n+1} = \frac{1}{2} (n+1)(n+2) \).

\[ S_{n+1} = 1 + 2 + 3 + \ldots + n + (n+1) \]
\[ = S_n + (n+1) \]
\[ = \frac{1}{2} n(n+1) + (n+1) \]
\[ = \frac{1}{2} (n+1)(n+2) \]
as required. The result now follows by induction.

### 3.10 Example

The real number

\[ A_n = \frac{1}{n} (a_1 + a_2 + \ldots + a_n) \]
is the arithmetic mean of the numbers \( a_1, a_2, \ldots, a_n \). If \( a_1, a_2, \ldots, a_n \) are positive, their geometric mean \( G_n \) is defined by

\[ G_n = (a_1 a_2 \ldots a_n)^{1/n}. \]

The 'inequality of the arithmetic and geometric means' asserts that

\[ G_n \leq A_n. \]

Proof: This inequality has an entertaining proof using 'backwards induction' (see exercise 3.11(5)).

Let \( P(n) \) be the statement 'For any positive numbers \( a_1, a_2, \ldots, a_n \), \( G_n \leq A_n \). We shall show that

(i) \( P(2^n) \) is true for each \( n \in \mathbb{N} \).

(ii) If \( P(n) \) is true, then \( P(n-1) \) is true.

The result then follows by backwards induction.

(i) We begin by proving \( P(2) \). Now,

\[ 0 \leq (\sqrt{a_1} - \sqrt{a_2})^2 = a_1 - 2\sqrt{a_1 a_2} + a_2 \]
\[ (a_1 a_2)^{\frac{1}{2}} \leq \frac{1}{2} (a_1 + a_2). \]

This is simply \( P(2) \). We now show that \( P(2^n) \) implies \( P(2^{n+1}) \). Let \( m = 2^n \). Then \( 2^{n+1} = 2m \). We have to assume \( P(m) \) and try and deduce \( P(2m) \). Since \( P(m) \) is true,
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(a_1 a_2 \ldots a_m)^{1/m} \leq \frac{1}{m} (a_1 + a_2 + \ldots + a_m)

and

(a_{m+1} a_{m+2} \ldots a_{2m})^{1/m} \leq \frac{1}{m} (a_{m+1} + a_{m+2} + \ldots + a_{2m}).

But we know that \( P(2) \) is true. Hence

\[(a_1 a_2 \ldots a_m)^{1/m} (a_{m+1} a_{m+2} \ldots a_{2m})^{1/2} \leq \frac{1}{2} \left( \frac{a_1 + \ldots + a_m + a_{m+1} + \ldots + a_{2m}}{m} \right).

Thus

\[(a_1 a_2 \ldots a_{2m})^{1/2m} \leq \frac{1}{2m} (a_1 + a_2 + \ldots + a_{2m})\]

which is \( P(2m) \).

We have shown that \( P(2^1) \) is true and that, if \( P(2^n) \) is true, then \( P(2^{n+1}) \) is true. Hence \( P(2^n) \) is true for all \( n \in \mathbb{N} \) by straightforward induction.

(ii) We now show that, if \( P(n) \) is true, then \( P(n-1) \) is true. Suppose that \( P(n) \) is true. Then

\[(a_1 a_2 \ldots a_{n-1} G_{n-1})^{1/m} \leq \frac{a_1 + a_2 + \ldots + a_{n-1} + G_{n-1}}{n},

\[(G_{n-1} - 1) A_{n-1} + G_{n-1} \leq \frac{(n-1) A_{n-1} + G_{n-1}}{n},

n G_{n-1} \leq (n-1) A_{n-1} + G_{n-1}

G_{n-1} \leq A_{n-1}.

Thus \( P(n-1) \) is true.

This completes the proof.

3.11 Exercise

(1) Prove by induction that

(i) \[ \sum_{k=1}^{n} k^2 = 1^2 + 2^2 + \ldots + n^2 = \frac{n(n+1)(2n+1)}{6} \]

(ii) \[ \sum_{k=1}^{n} k^3 = 1^3 + 2^3 + \ldots + n^3 = \frac{n^2 (n+1)^2}{4} \]

(2) Prove by induction that, if \( x \neq 1 \),

\[ \sum_{k=0}^{n} x^k = 1 + x + x^2 + \ldots + x^n = \frac{1 - x^{n+1}}{1 - x} \]

Deduce that, for any real numbers \( a \) and \( b \),

\[ a^n - b^n = (a - b)(a^{n-1} + a^{n-2} b + a^{n-3} b^2 + \ldots + a b^{n-2} + b^{n-1}) \]

(3) A polynomial \( P(x) \) is an expression of the form

\[ P(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_1 x + a_0 \]

If \( a_n \neq 0 \), the polynomial is said to be of degree \( n \).

Suppose that \( P(x) \) is a polynomial of degree \( n \) and that, for some \( \xi \), \( P(\xi) = 0 \). Prove that \( P(x) = (x - \xi) Q(x) \) where \( Q(x) \) is a polynomial of degree \( n - 1 \). (Hint: use the previous question.) If \( \xi_1, \xi_2, \ldots, \xi_n \) are distinct real numbers and \( P(\xi_1) = P(\xi_2) = \ldots = P(\xi_n) = 0 \), prove that

\[ P(x) = k(x - \xi_1)(x - \xi_2) \ldots (x - \xi_n) \]

where \( k \) is a constant.

(4) Assuming that \( n! = 1 \cdot 2 \cdot 3 \ldots n \) and \( 0! = 1 \), we define

\[ \binom{n}{r} = \frac{n!}{r! (n-r)!} \quad (r = 0, 1, 2, \ldots, n) \]

Prove that

\[ \binom{n}{r} + \binom{n}{r-1} = \binom{n+1}{r} \quad (r = 1, 2, \ldots, n) \]

Using this result and the principle of induction, obtain the binomial theorem in the form

\[ (a + b)^n = a^n + na^{n-1} b + \frac{n(n-1)}{2} a^{n-2} b^2 + \ldots + b^n \]

(5) Let \( P(n) \) be a statement about the natural number \( n \) and suppose that

(i) \( P(2^n) \) is true for each \( n \in \mathbb{N} \)

(ii) if \( P(n) \) is true, then \( P(n-1) \) is true.

Prove that \( P(n) \) is true for every \( n \in \mathbb{N} \). (Hint: the set \( \{ 2^n : n \in \mathbb{N} \} \) is unbounded above (exercise 3.6(2)).]

(6) Suppose that \( 0 < \xi < \eta \) and that \( x \) and \( y \) belong to the interval \( [\xi, \eta] \).

Prove that, for each \( n \in \mathbb{N} \),

\[ \left\| xy^{1/n} \right\|_n = \left\| y^{1/n} \right\|_n \leq \left\| x^{1/n} \right\|_n \left\| y - x \right\|_n \]

[Hint: exercise 3.11(2).]
4 CONVERGENT SEQUENCES

4.1 The bulldozers and the bee

Two bulldozers are moving towards each other at a speed of one mile per hour on a collision course. When they started they were one mile apart and a bee was perched on the front of one of them. The bee began to fly back and forth between the bulldozers at a constant speed of two miles per hour, vainly seeking to avoid his fate. How far from his starting point will the unfortunate insect be crushed?

This riddle is usually posed in the hope that the victim will embark on some complicated calculations involving the flight of the bee. But it is quite obvious that the bee will be crushed when the bulldozers collide. Since the bulldozers travel at the same speed, this will happen halfway between their starting points. The answer is therefore one half mile.

Let us, however, take up the role of the riddler's victim and examine the flight of the bee. Let \( x_n \) denote the distance the bee is from his starting point when he makes his \( n \)th landing. Then

\[
x_1 = \frac{1}{2}
\]
\[
x_2 = \frac{1}{2} - \frac{1}{4}
\]

and, in general,

\[
x_n = \frac{1}{2} - \frac{1}{4} + \frac{1}{8} - \ldots + (-1)^{n-1} 2(\frac{1}{2})^n
\]

4.2 Sequences

A sequence may be regarded as a list of numbers \( x_1, x_2, x_3, x_4, \ldots \). More precisely, we can say that a sequence is determined by a rule which assigns to each natural number \( n \) a unique real number \( x_n \). We call \( x_n \) the \( n \)th term of the sequence.

The notation \( (x_n) \) means the sequence whose \( n \)th term is \( x_n \).

The set \( \{x_n : n \in \mathbb{N}\} \) is called the range of the sequence. We say that a sequence is bounded above (or below) if its range is bounded above (or below). Thus \( (x_n) \) is bounded above by \( H \) if and only if \( x_n \leq H \) for all \( n \in \mathbb{N} \).

4.3 Examples

(i) \((-1)^n = -1, 1, -1, 1, \ldots \)
(ii) \(n^{-1} = 1, \frac{1}{2}, \frac{1}{3}, \ldots \)
(iii) \(l = 1, 1, 1, 1, \ldots \)
(iv) \(2^n = 2, 4, 8, 16, \ldots \)
(v) The sequence \( (x_n) \) defined inductively by \( x_1 = 2 \) and

\[
x_n = \frac{1}{2} \left( x_{n-1} + \frac{2}{x_{n-1}} \right) \quad (n = 2, 3, 4, \ldots).
\]

The first few terms are \( 2, \frac{5}{2}, \frac{25}{12}, \frac{625}{224}, \ldots \).

4.4 Definition of convergence

A sequence \( (x_n) \) is said to converge to the limit \( l \) if and only if the following criterion is satisfied.
Given any $\varepsilon > 0$, we can find an $N$ such that, for any $n > N$,
$$|x_n - l| < \varepsilon.$$ 

We write $x_n \to l$ as $n \to \infty$ or
$$\lim_{n \to \infty} x_n = l.$$

It may be helpful to think of $x_1, x_2, x_3, \ldots$ as successive approximations to the number $l$. The distance $|x_n - l|$ between $x_n$ and $l$ is then the error involved in approximating $l$ by $x_n$. The definition of convergence then simply asserts that we can make this error as small as we choose by taking $n$ large enough.

The diagram is supposed to represent a sequence $(x_n)$ with the property that $x_n \to l$ as $n \to \infty$.

For the value of $\varepsilon$ indicated in the diagram, a suitable value for $N$ in the definition is $N = 6$. For each value of $n > 6$,
$$|x_n - l| < \varepsilon.$$

In particular, the value of $|x_9 - l|$ has been noted in the diagram.

Notice that the definition of convergence begins 'Given any $\varepsilon > 0$, we can find an $N \ldots$' Here the emphasis is on the very small values of $\varepsilon > 0$. It is clear from the diagram above that, if we had chosen to look at a very much smaller value of $\varepsilon > 0$, then we should have had to have picked out a very much larger value of $N$. In general, the smaller the value of $\varepsilon > 0$, the bigger must be the corresponding value of $N$.

### Example 4.5

$$1 + \frac{1}{n} \to 1 \text{ as } n \to \infty.$$

**Proof.** Let $\varepsilon > 0$ be given. We must find a value of $N$ such that, for any $n > N$,
$$|\left(1 + \frac{1}{n}\right) - 1| < \varepsilon.$$ 

But
$$\left|\left(1 + \frac{1}{n}\right) - 1\right| = \left|\frac{1}{n}\right| = \frac{1}{n}$$
and so we simply need to find an $N$ such that, for any $n > N$,
$$\frac{1}{n} < \varepsilon$$

i.e. $n > \frac{1}{\varepsilon}$.

But this solves the problem. We simply chose $N = 1/\varepsilon$. Then, for any $n > N$,
$$n > N = \frac{1}{\varepsilon}$$

i.e. $\frac{1}{n} < \varepsilon$.

i.e. $\left|\left(1 + \frac{1}{n}\right) - 1\right| < \varepsilon$.

We have shown that, given any $\varepsilon > 0$, we can find an $N$ (namely $N = 1/\varepsilon$) such that, for any $n > N$,
$$\left|\left(1 + \frac{1}{n}\right) - 1\right| < \varepsilon.$$

It is important to observe that $N$ depends on $\varepsilon$, i.e. for each $\varepsilon > 0$ we use a different $N$. Some values of $\varepsilon$ and the corresponding values of $N$ are entered in the table below.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>2.5</td>
</tr>
<tr>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>0.000 001</td>
<td>1 000 000</td>
</tr>
</tbody>
</table>

(Note: Some authors insist that $N$ be a natural number. This makes the definition of convergence a little more elegant but renders examples like that above marginally more complicated. If we wanted $N$ to be a natural number in the example above, we could not simply write $N = 1/\varepsilon$. Instead we should have to choose $N$ to be some natural number larger than $1/\varepsilon$.)
4.6 Exercise

(1) Prove that
\[ \lim_{n \to \infty} \left( \frac{n^2 - 1}{n^2 + 1} \right) = 1. \]

(2) Let \( t \) be any positive rational number. Prove that
\[ \frac{1}{n^t} \to 0 \text{ as } n \to \infty. \]

(3) Let \( \lambda \) be any real number. If \( x_n \to l \) as \( n \to \infty \), prove that \( \lambda x_n \to \lambda l \) as \( n \to \infty \).

4.7 Criteria for convergence

In the example and exercises above it is fairly easy to decide what value of \( N \) is appropriate to any given value of \( \varepsilon > 0 \). But this is by no means always the case. It is therefore natural to look around for some shortcuts which will enable us to determine whether a sequence converges (and what its limit is) without our having to indulge in the painful process of appealing to the definition.

In this and the next section we give some useful results of this sort.

4.8 Proposition (combination theorem) Let \( x_n \to l \) as \( n \to \infty \) and \( y_n \to m \) as \( n \to \infty \) and let \( \lambda \) and \( \mu \) be any real numbers. Then

(i) \( \lambda x_n + \mu y_n \to \lambda l + \mu m \) as \( n \to \infty \)

(ii) \( x_n y_n \to lm \) as \( n \to \infty \)

(iii) \( \frac{x_n}{y_n} \to \frac{l}{m} \) as \( n \to \infty \) (provided that \( m \neq 0 \)).

The proofs of (ii) and (iii) can be found in the appendix. These proofs are somewhat technical and we prefer not to hold up the discussion by presenting them at this stage. Readers who prefer to omit the proofs of (ii) and (iii) altogether will not suffer greatly as these results may be deduced from (i) once the theory of the exponential and logarithm functions has been developed.

Proof of 4.8(i). After exercise 4.6(3) we need only show that, if \( x_n \to l \) as \( n \to \infty \) and \( y_n \to m \) as \( n \to \infty \), then \( x_n + y_n \to l + m \) as \( n \to \infty \).

Let \( \varepsilon > 0 \) be given. Then \( \frac{\varepsilon}{2} > 0 \). Since \( x_n \to l \) as \( n \to \infty \), it follows that we can find an \( N_1 \) such that, for any \( n > N_1 \),
\[ |x_n - l| < \frac{\varepsilon}{2}. \] (1)

Similarly, we can find an \( N_2 \) such that, for any \( n > N_2 \),
\[ |y_n - m| < \frac{\varepsilon}{2}. \] (2)

4.9 Example Prove that
\[ \lim_{n \to \infty} \left( \frac{2n^3 - 3n}{5n^3 + 4n^2 - 2} \right) = \frac{2}{5}. \]

Proof We write
\[ \frac{2n^3 - 3n}{5n^3 + 4n^2 - 2} = \frac{2 - \frac{3n}{n^3}}{5 + 4\frac{n}{n^3} - \frac{2}{n^3}} \rightarrow \frac{2 - 0}{5 + 0 - 0} = \frac{2}{5} \text{ as } n \to \infty. \]

The supporting argument is as follows. It is obvious from the definition of convergence that \( 2 \to 2 \) as \( n \to \infty \). From exercise 4.6(2), \( n^2 \to 0 \) as \( n \to \infty \). Hence, by proposition 4.8(i),
\[ 2 - 3n^2 \to 2 - 3 \cdot 0 = 2 \text{ as } n \to \infty. \]

Similarly,
\[ 5 + 4n - 2n^3 \to 5 + 4 \cdot 0 - 2 \cdot 0 = 5 \text{ as } n \to \infty. \]

The result then follows from proposition 4.8(iii).

4.10 Theorem (the sandwich theorem) Suppose that \( y_n \to l \) as \( n \to \infty \) and that \( x_n \to l \) as \( n \to \infty \). If \( y_n \leq x_n \leq z_n \), then \( x_n \to l \) as \( n \to \infty \).

(Here the sequence \( (x_n) \) is 'sandwiched' between the two sequences \( (y_n) \) and \( (z_n) \) - just as the bee of §4.1 was 'sandwiched' between the bulldozers.)

Proof For this proof it is necessary to note that the inequality \( |x - l| < \varepsilon \) is true if and only if \( l - \varepsilon < x < l + \varepsilon \). (See exercise 1.20(i).)
Let \( e > 0 \) be given. We have to find an \( N \) such that, for any \( n > N \),
\[ |x_n - l| < e. \]
Since \( y_n \to l \) as \( n \to \infty \), we know that there exists an \( N_1 \) such that, for any \( n > N_1 \),
\[ |y_n - l| < e. \]  \( \text{(3)} \)

Similarly, since \( z_n \to l \) as \( n \to \infty \), there exists an \( N_2 \) such that, for any \( n > N_2 \),
\[ |z_n - l| < e. \]  \( \text{(4)} \)

Let \( N \) be whichever of \( N_1 \) and \( N_2 \) is the larger, i.e. \( N = \max \{ N_1, N_2 \} \). Then, if \( n > N \), both inequalities (3) and (4) are true simultaneously. Thus, for any \( n > N \),
\[ l - e < y_n < l + e \]
and
\[ l - e < z_n < l + e. \]
But \( y_n < x_n < z_n \) for \( n = 1, 2, \ldots \). Hence, for any \( n > N \),
\[ l - e < y_n < x_n < z_n < l + e. \]
Hence
\[ l - e < x_n < l + e \]
i.e.
\[ |x_n - l| < e. \]

Given any \( e > 0 \), we have found a value of \( N \) (namely \( N = \max \{ N_1, N_2 \} \)) such that, for any \( n > N \),
\[ |x_n - l| < e. \]
Hence \( x_n \to l \) as \( n \to \infty \).

### 4.11 Corollary
Suppose that \( y_n \to 0 \) as \( n \to \infty \) and that
\[ |x_n - l| \leq y_n \quad (n = 1, 2, \ldots). \]
Then \( x_n \to l \) as \( n \to \infty \).

*Proof* The inequality \( |x_n - l| \leq y_n \) is equivalent to \( l - y_n \leq x_n \leq l + y_n \). Using proposition 4.8, \( l - y_n \to l \) as \( n \to \infty \) and \( l + y_n \to l \) as \( n \to \infty \). Hence \( x_n \to l \) as \( n \to \infty \), by the theorem 4.10.

### 4.12 Example
Suppose that \(|x| < 1\). Prove that
\[ x^n \to 0 \text{ as } n \to \infty. \]

*Proof* Write
\[ |x|^n = \left(\frac{1}{1 + y} \right)^n = \left(\frac{1}{1 + y} \right)^n < \frac{1}{nh}, \]
Thus
\[ |x|^n = \left(\frac{1}{1 + y} \right)^n = \frac{1}{1 + nh + \frac{1}{2}n(n-1)h^2 + \ldots + h^n} < \frac{1}{nh}. \]

But \( \frac{1}{nh} \to 0 \) as \( n \to \infty \) (by exercise 4.6(2)). Thus, by corollary 4.11,
\[ x^n \to 0 \text{ as } n \to \infty. \]

### 4.13 Example
In the problem of the bulldozers and the bee, we obtained the sequence
\[ x_n = \frac{1}{2}(1 - (-\frac{1}{2})^n). \]
By example 4.12, \((-\frac{1}{2})^n \to 0 \text{ as } n \to \infty \) and hence \( x_n \to \frac{1}{2} \text{ as } n \to \infty. \)

### 4.14 Example
Let \( x > 0 \). Prove that
\[ x^{1/n} \to 1 \text{ as } n \to \infty. \]

*Proof* In the inequality of the arithmetic and geometric means, take \( a_1 = a_2 = \ldots = a_n = 1 \) and \( a_n = x \). Then \( G_n = x^{1/n} \) and \( A_n = (n - 1 + x)/n = (x - 1)/n + 1. \)
Hence
\[ x^{1/n} \leq \frac{x - 1}{n} + 1 \]
i.e.
\[ x^{1/n} - 1 \leq \frac{1}{n} (x - 1). \]
(Alternatively, take \( X = y = 1 \) in exercise 3.11(6).)
Assume to begin with that \( x \geq 1 \). Then
\[ 0 \leq x^{1/n} - 1 \leq \frac{1}{n} (x - 1) \]
and hence \( x^{1/n} \to 1 \text{ as } n \to \infty \) by the sandwich theorem. If \( 0 < x < 1 \), then \( x = y^{-1} \text{ where } y > 1 \). But \( y^{1/n} \to 1 \text{ as } n \to \infty \) and hence
\[ x^{1/n} = \frac{1}{y^{1/n}} \to \frac{1}{1} \text{ as } n \to \infty \]
by proposition 4.8(iii).

### 4.15 Monotone sequences
A sequence \( (x_n) \) is **increasing** if
\[ x_{n+1} \geq x_n \quad (n = 1, 2, \ldots). \]
Similarly, \((x_n)\) is decreasing if
\[ x_{n+1} < x_n \quad (n = 1, 2, \ldots) . \]

A sequence \((x_n)\) is strictly increasing if \(x_{n+1} > x_n\) \((n = 1, 2, \ldots)\). It is strictly decreasing if \(x_{n+1} < x_n\) \((n = 1, 2, \ldots)\).

A sequence which is either increasing or else decreasing is called monotone.

4.16 Example
(i) The sequence \(2^n\) is strictly increasing.
(ii) The sequences \((n^{-1})\) and \((-n)\) are both strictly decreasing.
(iii) The sequence \((1/n)\) is both increasing and decreasing.
(iv) The sequence \((-1)^n\) is not monotone. It is neither increasing nor decreasing.

4.17 Theorem
(i) If \((x_n)\) is increasing and bounded above, then it converges to its smallest upper bound.
(ii) If \((x_n)\) is decreasing and bounded below, then it converges to its largest lower bound.

Proof. If \((x_n)\) is decreasing and bounded below, then \((-x_n)\) is increasing and bounded above. Hence it is only necessary to prove (i).

Suppose that \((x_n)\) increases and is bounded above with smallest upper bound \(B\). We must show that \(x_n \to B\) as \(n \to \infty\).

Let \(\epsilon > 0\) be given. Since \(B - \epsilon\) is not an upper bound, there exists at least one term \(x_M\) of the sequence such that
\[ x_M > B - \epsilon. \]

But \((x_n)\) increases. Hence, for any \(n > M\), \(x_n > x_M > B - \epsilon\).

Also \(B\) is an upper bound for the sequence. Hence \(x_n \leq B\) \((n = 1, 2, \ldots)\).

Thus, for any \(n > M\),
\[ B - \epsilon < x_n < B. \]

i.e.
\[ |x_n - B| < \epsilon. \]

Given any \(\epsilon > 0\), we have found an \(N\) such that, for any \(n > N\), \(|x_n - B| < \epsilon\). Hence \(x_n \to B\) as \(n \to \infty\).

4.18 Examples
(i) The sequence \((n - 1)/n\) increases and we know from exercise 3.6(1) that it is bounded above with smallest upper bound 1. By theorem 4.17 it follows that
\[ n - 1 \to 1\] as \(n \to \infty\).

(ii) If \(0 < x < 1\), the sequence \(x^n\) decreases and is bounded below with largest lower bound 0 (exercise 3.6(2)). Thus
\[ x^n \to 0\] as \(n \to \infty\).

4.19 Example The examples above are nothing new. But consider the sequence
\[ (1 + n^{-1})^n. \]

We first show that this sequence increases. In the inequality for the geometric and arithmetic means, take \(a_1 = a_2 = \ldots = a_{n-1} = 1 + (n-1)^{-1}\) and \(a_n = 1\). Then
Convergent sequences

\[
\left(1 + \frac{1}{n-1}\right)^{n-1/n} \leq \frac{(n-1)(1 + (n-1)^{-1}) + 1}{n} = \left(1 + \frac{1}{n}\right).
\]

Hence
\[
\left(1 + \frac{1}{n-1}\right)^{n-1} \leq \left(1 + \frac{1}{n}\right)^n \quad (n = 2, 3, \ldots)
\]

and so the sequence increases. To be able to deduce the convergence of the sequence from theorem 4.17, we also need to prove that the sequence is bounded above. By the binomial theorem,
\[
\left(1 + \frac{1}{n}\right)^n = 1 + n\left(\frac{1}{n}\right) + \frac{n(n-1)}{2!}\left(\frac{1}{n}\right)^2 + \ldots + \frac{1}{n!} = 1 + 1 + \frac{1}{2!} + \frac{1}{3!} + \ldots + \frac{1}{n!} + \ldots
\]

\[
\leq 1 + 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n!} + \frac{1}{n} (\text{because } 2^n \leq n!)
\]

\[
= 1 + \frac{1}{1 - \frac{1}{n}} = 1 + 2(1 - \frac{1}{n})^n < 3.
\]

Hence the sequence is bounded above by 3. From theorem 4.17 it follows that \((1 + n^{-1})^n\) converges to a limit \(B\) and \(B \leq 3\). (In fact, \(B = e = 2.718\ldots\))

4.20 Exercise

1. Prove that 
   \[
   n^2 + 5n^2 + 2 \xrightarrow{2n^2 + 9} \frac{1}{2} \text{ as } n \to \infty.
   \]

2. Decide for what values of \(x\) the limit
   \[
   \lim_{n \to \infty} \frac{x + x^n}{1 + x^n}
   \]
   exists. Draw a graph which plots the value of the limit against the value of \(x\).

3. Use the sandwich theorem to prove that 
   \[
   \sqrt{n+1} - \sqrt{n} \to 0 \text{ as } n \to \infty.
   \]

4.21 Some simple properties of convergent sequences

4.22 Theorem A sequence can have at most one limit.

Proof Suppose that \(x_n \to l\) as \(n \to \infty\) and \(x_n \to m\) as \(n \to \infty\). Let \(e > 0\) be given. Then

\[
|l - m| = |y - x_n + x_n - m| \leq |y - x_n| + |x_n - m| < e + e = 2e
\]

(triangle inequality)

provided that \(n\) is sufficiently large. But, from example 1.7 it follows that, if \(0 < \frac{1}{2}|l - m| < e\) for every \(e > 0\), then \(|l - m| = 0\), i.e. \(l = m\).

4.23 Theorem Suppose that \(x_n \to l\) as \(n \to \infty\).

(i) If \(x_n \geq a (n = 1, 2, \ldots)\), then \(l \geq a\).

(ii) If \(x_n \leq b (n = 1, 2, \ldots)\), then \(l \leq b\).

Proof If \(x_n \geq b (n = 1, 2, \ldots)\), then \(-x_n \leq -b (n = 1, 2, \ldots)\). Hence we need only prove (i).

Let \(e > 0\). Then there exists an \(N\) such that, for any \(n > N\),

\[
|x_n - l| < e
\]

i.e. \(l - e < x_n < l + e\).
But \( x_n \geq a \) \( (n = 1, 2, \ldots) \) and so, for any \( n > N, a \leq x_n < l + e. \)

Hence, given any \( e > 0, a < l + e. \) From Example 1.7 it follows that \( a < l. \)

**4.24 Example** Suppose that \( x_n \to l \) as \( n \to \infty. \) If \( x_n > a \) \( (n = 1, 2, \ldots), \) it is tempting to conclude that \( l > a. \) But this may not be true. For example, \( l/n \to 0 \) as \( n \to \infty, \) \( l/n > 0 \) \( (n = 1, 2, \ldots). \) But we certainly cannot conclude that \( l > 0. \)

**4.25 Theorem** Any convergent sequence is bounded.

*Proof:* Let \( x_n \to l \) as \( n \to \infty. \) We have to find a \( K \) such that \( |x_n| < K \) \( (n = 1, 2, \ldots). \) (See proposition 2.3.)

It is true that, for any \( e > 0, \) there exists an \( N \) such that, for any \( n > N, \)

\[ |x_n - l| < e. \]

In particular, this is true when \( e = 1, \) i.e., there exists an \( N_1 \) such that, for any \( n > N_1, \)

\[ |x_n - l| < 1. \]

From theorem 1.15 it follows that, for any \( n > N_1, \)

\[ |x_n - l| < 1 \]

i.e.

\[ |x_n| < |l| + 1 \] \( (n > N_1). \)

The result now follows if we take

\[ K = \max \{|x_1|, |x_2|, \ldots, |x_{N_1}|, |l| + 1\}. \]

**4.26 Divergent sequences**

A divergent sequence is a sequence which does not converge. Any unbounded sequence is therefore divergent (Theorem 4.25). However bounded divergent sequences exist as well.

**4.27 Example** The sequence \((-1)^n\) diverges.

*Proof:* The sequence is obviously bounded. Suppose that \((-1)^n \to l \) as \( n \to \infty. \) Then, given any \( e > 0, \) we can find an \( N \) such that, for any \( n > N, \)

\[ |(-1)^n - l| < e. \]

But there are both even and odd values of \( n \) greater than \( N \) and so \( |1 - l| < e \) and \( |1 + l| < e. \) These inequalities must be true for any \( e > 0 \) and so we obtain the contradiction \( l = 1 \) and \( l = -1. \)

We say that a sequence \((x_n)\) diverges to \( \pm \infty \) and write \( x_n \to \pm \infty \) as \( n \to \infty \) if, for any \( H > 0, \) we can find an \( N \) such that, for any \( n > N, \)

\[ x_n > H. \]

Similarly, a sequence \((x_n)\) diverges to \(-\infty \) and \( x_n \to -\infty \) as \( n \to \infty \) if, for any \( H > 0, \) we can find an \( N \) such that, for any \( n > N, \)

\[ x_n < -H. \]

A divergent sequence \((x_n)\) which does not satisfy \( x_n \to \pm \infty \) as \( n \to \infty \) or \( x_n \to -\infty \) as \( n \to \infty \) is said to oscillate. An example is the sequence \((-1)^n). \)

**4.28 Example** Let \( \alpha \) be a positive rational number. Prove that \( n^\alpha \to \infty \) as \( n \to \infty. \)

*Proof:* Let \( H > 0 \) be given. We have to find an \( N \) such that, for any \( n > N, \)

\[ n^\alpha > H. \]

i.e.

\[ n > H^{1/\alpha}. \]

We simply choose \( N = H^{1/\alpha}. \) Then, for any \( n > N, n > H^{1/\alpha} \) and hence \( n^\alpha > H. \)

**4.29 Example** A common error is to suppose that proposition 4.8 (about combining convergent sequences) applies to sequences which diverge to \( \pm \infty \) or \(-\infty \). For example, it is tempting to suppose that, if \( x_n \to \infty \) as \( n \to \infty \) and \( y_n \to \infty \) as \( n \to \infty, \) then \( x_n - y_n \to -\infty = 0 \) as \( n \to \infty. \) But \( \infty \) is not a real number and cannot be treated as such. Indeed, one should immediately be warned that something is wrong by the appearance of the totally meaningless expression \( \infty - \infty. \) To press the point home, we consider the example \( x_n = n^2 \) \( (n = 1, 2, \ldots) \) and \( y_n = n \) \( (n = 1, 2, \ldots). \) Then \( x_n \to \infty \) as \( n \to \infty \) and \( y_n \to \infty \) as \( n \to \infty, \) but \( x_n - y_n \to \infty \) as \( n \to \infty. \) Or, again, take \( x_n = (n + 1) \) \( (n = 1, 2, \ldots) \) and \( y_n = n \) \( (n = 1, 2, \ldots) \). This time \( x_n - y_n \to 1 \) as \( n \to \infty. \)
4.29 Exercise

(1) Suppose that \( x_n \to l \) as \( n \to \infty \). Prove that
   (i) \( |x_n - l| \to 0 \) as \( n \to \infty \)
   (ii) \( |x_n| \to |l| \) as \( n \to \infty \).

(2) Suppose that \( x_n \to l \) as \( n \to \infty \). If \( l > 0 \), prove that there exists an \( N \) such that, for any \( n > N \),
   \( x_n > \frac{1}{2}l \).

(3) Prove that
   (i) \( 2^n \to +\infty \) as \( n \to \infty \)
   (ii) \( \sqrt{n} \to +\infty \) as \( n \to \infty \)
   (iii) \( (-1)^n \) oscillates.

(4) Let \( x_n > 0 \) (\( n = 1, 2, \ldots \)). Prove that \( x_n \to 0 \) as \( n \to \infty \) if and only if \( \frac{1}{x_n} \to +\infty \) as \( n \to \infty \).

(5) Suppose that \( (x_n) \) increases and is unbounded above. Prove that
   \( x_n \to +\infty \) as \( n \to \infty \). If \( (x_n) \) decreases and is unbounded below, prove that
   \( x_n \to -\infty \) as \( n \to \infty \).

(6) Let \( S \) be a non-empty set of real numbers and suppose that \( d(\xi, S) = 0 \)
   (see exercise 2.13(4)). Show that, for each \( n \in \mathbb{N} \), we can find an
   \( x_n \in S \) such that \( |\xi - x_n| < 1/n \). Deduce that \( x_n \to \xi \) as \( n \to \infty \).
   If \( S \) is bounded above, show that a sequence of points of \( S \) can be
   found which converges to its supremum. If \( S \) is unbounded above, show that
   a sequence of points of \( S \) can be found which diverges to \( +\infty \).

5 SUBSEQUENCES

5.1 Subsequences

Suppose that \( (x_n) \) is a sequence and that \( (n_r) \) is a strictly increasing
sequence of natural numbers. Then the sequence
   \[ (x_{n_r}) \]
is called a subsequence of \( (x_n) \).

The first few terms of some subsequences of \( (x_n) \) are listed below.

\[ (x_{r+1}) = x_2, x_3, x_4, \ldots \]
\[ (x_{2r}) = x_2, x_4, x_6, \ldots \]
\[ (x_{3r+5}) = x_8, x_{11}, x_{14}, x_{17}, \ldots \]
\[ (x_{7r}) = x_2, x_4, x_6, x_8, \ldots \]

Roughly speaking, if we think of a sequence as a list of its terms, then we
obtain a subsequence by crossing out some of the terms. For example, \( (x_{2n}) \)
may be obtained from \( (x_n) \) by crossing out terms as below.

\[ x_1, x_2, x_3, x_5, x_6, \ldots \]

The insistence that \( (n_r) \) is strictly increasing is of some importance. It means,
for example, that the sequence whose first few terms are
\[ x_3, x_1, x_5, x_9, \ldots \]
is not a subsequence of \( (x_n) \).

The fact that \( (n_r) \) is strictly increasing has the consequence that
   \[ n_r \geq r \quad (r = 1, 2, \ldots) \]
This is easily proved by induction.

5.2 Theorem Suppose that \( x_n \to l \) as \( n \to \infty \) and that \( (x_{n_r}) \) is a subsequence
of \( (x_n) \). Then
\[ x_{n_r} \to l \quad \text{as} \quad r \to \infty. \]

Proof Let \( \epsilon > 0 \) be given. Since \( x_n \to l \) as \( n \to \infty \), there exists an \( N \) such
that, for any \( n > N \),
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Let \( R = N \). Then, for any \( r > R, n, \Rightarrow r > R = N \) and so \( n, > N \). Thus
\[
|x_n - l| < \epsilon.
\]
We have shown that, given any \( \epsilon > 0 \), we can find an \( R \) (namely \( R = N \)) such that, for any \( r > R, \)
\[
|x_n - l| < \epsilon.
\]
Hence \( x_n \rightarrow l \) as \( r \rightarrow \infty \).

5.3 Example We have seen that the bounded sequence \( \left\langle \left(-1\right)^n \right\rangle \) diverges. A simpler proof can be based on theorem 5.2. Obviously the subsequence of odd terms tends to \(-1\) and the subsequence of even terms to \(+1\). But, if \( \left\langle \left(-1\right)^n \right\rangle \) converged, all its subsequences would tend to the same limit.

5.4 Example In example 4.4 we showed that, if \( x > 0 \), then \( x^{1/n} \rightarrow 1 \) as \( n \rightarrow \infty \). We prove this again by a different method. As in example 4.4 we need only consider the case \( x \geq 1 \).

If \( x \geq 1 \), then \( x^{1/n} \geq 1 \) \( (n = 1, 2, \ldots) \) and hence the sequence \( \left\langle x^{1/n} \right\rangle \) is bounded below by \( 1 \). Moreover
\[
x^{1/n}/x^{1/(n+1)} = x^{1/n-1/n}\frac{n+1}{n} = x^{1/n}\frac{n+1}{n} \geq 1 \quad (n = 1, 2, \ldots)
\]
and therefore \( \left\langle x^{1/n} \right\rangle \) decreases. From theorem 4.17 it follows that \( \left\langle x^{1/n} \right\rangle \) converges to a limit \( l \) and \( l \geq 1 \). What is the value of \( l \)?

By theorem 5.2, we know that all subsequences of \( \left\langle x^{1/n} \right\rangle \) must also tend to \( l \).

Hence \( x^{1/n} \rightarrow l \) as \( n \rightarrow \infty \).

Using proposition 4.8, it follows that
\[
x^{1/n} = x^{1/2n} \rightarrow l, l = l^2 \quad \text{as} \quad n \rightarrow \infty.
\]

But a sequence can only have one limit. Thus
\[
l = l^2
\]
and so \( l = 0 \) or \( l = 1 \). But \( l \geq 1 \) and hence \( l = 1 \).

We have shown that
\[
x^{1/n} \rightarrow 1 \quad \text{as} \quad n \rightarrow \infty.
\]

We wish to prove that \( \left\langle x_n \right\rangle \) decreases and so we consider
\[
x_n = x_{n+1} = x_n - \frac{1}{2}(x_n + ax_n^{-1})
\]
\[
= \frac{1}{2}x_n (x_n^2 - a)
\]
\[
\geq 0 \quad \text{for} \quad n = 2, 3, \ldots.
\]

Hence the sequence \( \left\langle x_n \right\rangle \) decreases and is bounded below by \( \sqrt{a} \) (provided we omit its first term). From theorem 4.17 it follows that
\[
x_n \rightarrow \sqrt{a} \quad \text{as} \quad n \rightarrow \infty
\]

where \( l = \sqrt{a} \). What is the value of \( l \)?

By theorem 5.2 we also have \( x_{n+1} \rightarrow l \) as \( n \rightarrow \infty \). But
\[
x_{n+1} = \frac{1}{2}(x_n + ax_n^{-1}).
\]
Now \( l \neq 0 \) (because \( l = \sqrt{a} \)). Hence, by proposition 4.8,
\[
x_{n+1} = \frac{1}{2}(x_n + ax_n^{-1}) \rightarrow \frac{1}{2}(l + al^{-1}) \quad \text{as} \quad n \rightarrow \infty.
\]

Since a sequence can have at most one limit,
\[
l = \frac{1}{2}(l + al^{-1})
\]
i.e.
\[
l^2 = a.
\]

Thus \( l = -\sqrt{a} \) or \( l = -\sqrt{a} \). But we know that \( l = \sqrt{a} \). Hence \( l = \sqrt{a} \). We have therefore shown that
\[
x_n \rightarrow \sqrt{a} \quad \text{as} \quad n \rightarrow \infty.
\]
5.6 Example We attack the previous example by a different method. Again let \( a > 0 \) but this time let \( x_1 \) be unspecified for the moment. Define the rest of the sequence inductively by

\[
x_{n+1} = \frac{1}{2} (x_n + ax_n^{-1}) \quad (n = 1, 2, \ldots).
\]

Now

\[
x_{n+1} - \sqrt{a} = \frac{1}{2} (x_n + ax_n^{-1}) - \sqrt{a}
\]

\[
= \frac{1}{2x_n} (x_n^2 - 2x_n \sqrt{a} + a)
\]

\[
= \frac{1}{2x_n} (x_n - \sqrt{a})^2
\]

\[
= \frac{1}{2x_n} \left( \frac{(x_{n-1} - \sqrt{a})^2}{2x_{n-1}} \right)
\]

\[
= \frac{1}{2x_n} \left( \frac{x_{n-1} - \sqrt{a}}{2x_{n-1}} \right)^2
\]

\[
= \frac{1}{2x_n} \left( \frac{x_{n-1} - \sqrt{a}}{2x_{n-1}} \right)^3
\]

\[
= \frac{1}{2x_n} \left( \frac{x_{n-1} - \sqrt{a}}{2x_{n-1}} \right)^4
\]

If we assume that \( x_1 > \sqrt{a} \), then it follows, as in example 5.5, that \( x_n > \sqrt{a} \) \((n = 1, 2, \ldots)\). Hence

\[
|x_{n+1} - \sqrt{a}| \leq \frac{1}{2 \sqrt{a}} (x_1 - \sqrt{a})^n
\]

\[
= \frac{1}{2 \sqrt{a}} \left( \frac{x_{n-1} - \sqrt{a}}{2 \sqrt{a}} \right)^n
\]

\[
= 2 \sqrt{a} \left( \frac{x_1 - \sqrt{a}}{2 \sqrt{a}} \right)^n.
\]

We know that, if \( |y| < 1 \), then \( y^n \to 0 \) as \( n \to \infty \). By theorem 5.2 it follows that \( y^n \to 0 \) as \( n \to \infty \).

Hence our argument shows that \( x_n \to \sqrt{a} \) as \( n \to \infty \) provided that

\[
x_1 - \sqrt{a} < \frac{1}{2 \sqrt{a}}.
\]

We have already assumed that \( x_1 > \sqrt{a} \) and so we have shown that \( x_n \to \sqrt{a} \) as \( n \to \infty \) provided that \( \sqrt{a} \leq x_1 < 3 \sqrt{a} \). Of course we already know from example 5.5 that this was true under the weaker hypothesis that \( x_1 > 0 \). However, the

argument given here is interesting because it allows us to estimate how 'good' an approximation \( x_n \) is to \( \sqrt{a} \).

For example, suppose we want to estimate the value of \( \sqrt{2} \). It is obvious that \( 1 < \sqrt{2} < 2 \) (because \( 1^2 = 1 < 2 \) and \( 2^2 = 4 > 2 \)). For a better estimate take \( a = 2 \) and \( x_1 = 2 \) in the argument above. Then

\[
|x_n - \sqrt{2}| \leq 2 \sqrt{2} \left( \frac{2 - \sqrt{2}}{2 \sqrt{2}} \right)^n = 2 \sqrt{2} \left( \frac{\sqrt{2} - 1}{\sqrt{2}} \right)^n
\]

\[
= \frac{2 \sqrt{2}}{2^n} (\sqrt{2} - 1)^n.
\]

Using the crude estimate \( \sqrt{2} < 2 \) we obtain \( |x_4 - \sqrt{2}| \leq 2 \sqrt{2} = 1.414 \ldots \) differs from \( \sqrt{2} \) by at most 0.016.

(A better estimate for \( \sqrt{2} \) may be obtained by evaluating \( x_5 \) or by starting with \( x_1 = \frac{1}{2} \) and using the estimate \( \sqrt{2}/2 \)).

5.7 Exercise

(1) Given that \( \langle 4/n \rangle \) converges (see exercise 4.20(6)), show that \( n^{1/n} \to 1 \) as \( n \to \infty \)

by considering the subsequence \( \langle (2m)^{1/2m} \rangle \).

(2) A sequence \( \langle x_n \rangle \) is defined by \( x_1 = h \) and

\[
x_{n+1} = x_n^2 + k
\]

where \( 0 < k < \frac{1}{4} \) and \( h \) lies between the roots \( a \) and \( b \) of the equation

\[
x^2 - x + k = 0.
\]

Prove that \( a < x_{n+1} < b \) \((n = 1, 2, \ldots)\). Show that \( \langle x_n \rangle \) converges and determine its limit.

(3) If \( k > 0 \) and \( x_1 > 0 \) and \( \langle x_n \rangle \) is defined inductively by

\[
x_{n+1} = \frac{k}{1 + x_n}
\]

show that one of the sequences \( \langle x_{2n} \rangle \) and \( \langle x_{2n-1} \rangle \) is increasing and the other decreasing.

Prove that both sequences converge to the limit \( l \) which is the positive root of the equation \( x^2 - x + k = 0 \). What conclusion may be drawn concerning \( \langle x_n \rangle? \)

(4) Two sequences \( \langle x_n \rangle \) and \( \langle y_n \rangle \) are defined inductively by \( x_1 = \frac{1}{2} \) and \( y_1 = 1 \) and

\[
x_n = \sqrt{(x_{n-1} y_{n-1})} \quad \text{if} \quad n = 2, 3, \ldots
\]
Subsequences

\[ \frac{1}{y_n} = \frac{1}{2} \left( \frac{1}{y_n} + \frac{1}{y_{n-1}} \right) \quad (n = 2, 3, \ldots). \]

Prove that \( x_{n-1} < x_n < y_{n-1} < y_n \) (\( n = 2, 3, \ldots \)) and deduce that both sequences converge to the same limit \( l \), where \( \frac{1}{2} < l < 1 \). (Actually \( l = \pi/4 \).

(5) Let \( y \) be any real number. Prove that the sequence
\[ (1 + y n^{-1})^n \]
is increasing for those values of \( n \) which satisfy \( n > 1 - y \). [Hint: example 4.19.] Show also that the sequence is bounded above and hence converges. [Hint: From exercise 4.20(4), \( (2y)^{n!} \to 0 \) as \( n \to \infty \) and therefore we can find an \( N \) such that, for any \( n > N \), \( (2y)^{n!} \leq (\frac{1}{2})^n \).]

(6) Show that the product of the limits of the two sequences \( (1 + x n^{-1})^n \) and \( (1 - x n^{-1})^n \) is equal to 1.

[Hint: \( (1 + x)^n (1 - x)^n = \left( (1 - x^2)^n \right)^{1/n} \).]

5.8 Bolzano–Weierstrass theorem

5.9 Theorem Every sequence has a monotone subsequence.

Proof Let \( \langle x_n \rangle \) be any sequence of real numbers. We must construct a subsequence \( \langle x_{n_j} \rangle \) which is either increasing or decreasing. We distinguish two cases.

(i) Every set \( \{ x_n : n > N \} \) has a maximum. In this case we can find a sequence \( \langle n_j \rangle \) of natural numbers such that
\[ x_{n_1} = \max x_n, \]
\[ x_{n_2} = \max x_n, \]
\[ n_2 > n_1, \]
\[ x_{n_3} = \max x_n, \]
\[ n_3 > n_2, \]
and so on. Obviously \( n_1 < n_2 < n_3 < \ldots \) and so, at each stage, we are taking the maximum of a smaller set than at the previous stage. Hence \( \langle x_{n_j} \rangle \) is a decreasing subsequence of \( \langle x_n \rangle \).

(ii) Suppose that it is not true that all of the sets \( \{ x_n : n > N \} \) have a maximum. Then, for some \( N_1 \), the set \( \{ x_n : n > N_1 \} \) has no maximum. It follows that, given any \( x_m \) with \( m > N_1 \), we can find an \( x_n \) following \( x_m \) such that \( x_n > x_m \). (Otherwise the biggest of \( x_{N_1+1}, \ldots, x_m \) would be a maximum for \( \{ x_n : n > N_1 \} \)).

5.10 Theorem (Bolzano–Weierstrass theorem) Every bounded sequence of real numbers has a convergent subsequence.

Proof Let \( \langle x_n \rangle \) be a bounded sequence. By theorem 5.9, \( \langle x_n \rangle \) has a monotone subsequence \( \langle x_{n_j} \rangle \). Since \( \langle x_n \rangle \) is bounded, so is \( \langle x_{n_j} \rangle \). Hence, by theorem 4.17, \( \langle x_{n_j} \rangle \) converges.

5.11 Examples

(i) The sequence \( \langle (-1)^n \rangle \) is bounded. Two convergent subsequences are the sequence \( -1, -1, -1, \ldots \) of odd terms and the sequence \( 1, 1, 1, 1, \ldots \) of even terms.

(ii) A more sophisticated example is the sequence \( \langle x_n \rangle \) whose first few terms are
\[ \frac{1}{2}, \frac{3}{4}, \frac{5}{6}, \frac{7}{8}, \ldots \]

Every term of the sequence is a rational number between 0 and 1. Hence the sequence is bounded. It has many convergent subsequences. For example
\[ \frac{1}{2}, \frac{3}{4}, \frac{5}{6}, \frac{7}{8}, \ldots \]
\[ \frac{1}{2}, \frac{3}{4}, \frac{5}{6}, \frac{7}{8}, \ldots \]
\[ \frac{1}{2}, \frac{3}{4}, \frac{5}{6}, \frac{7}{8}, \ldots \]

5.12 Theorem \( \lim \sup \text{ and } \lim \inf \)

We shall not have a great deal of use for the subject matter of this section. However, it is material which has to be learned eventually and it is natural to deal with it here.

Suppose that \( \langle x_n \rangle \) is a bounded sequence and let \( L \) denote the set of all real numbers which are the limit of some subsequence of \( \langle x_n \rangle \). We know from the Bolzano–Weierstrass theorem that \( L \) is not empty (i.e. \( L \neq \emptyset \)). Of course, if \( \langle x_n \rangle \) converges, \( L \) will just consist of a single point (theorem 5.2).

5.13 Proposition Let \( \langle x_n \rangle \) be a bounded sequence and let \( L \) be the set of all real numbers which are the limit of some subsequence of \( \langle x_n \rangle \). Then \( L \) has a maximum and a minimum.

That \( L \) is a bounded set follows from theorem 4.23. Hence \( L \) certainly has a supremum and an infimum. Proposition 5.13 asserts that these actually belong to the set \( L \). The proof is relegated to the appendix. Readers who prefer to omit
the proof altogether will encounter it again at a later stage since it is a special case of a general theorem concerning "closed sets".

If \( (x_n) \) is a bounded sequence, let us denote the maximum of \( L \) by \( \bar{L} \) and the minimum by \( l \). Then \( \bar{L} \) is the largest number to which a subsequence of \( (x_n) \) converges and \( l \) is the smallest number to which a subsequence of \( (x_n) \) converges.

We call \( \bar{L} \) the limit superior of \( (x_n) \) and write
\[
\bar{L} = \lim \sup_{n \to \infty} x_n
\]
Similarly, \( l \) is the limit inferior of \( (x_n) \) and we write
\[
l = \lim \inf_{n \to \infty} x_n
\]
(Occasionally you will see such expressions as \( \lim \sup_{n \to \infty} x_n = +\infty \). This simply means that \( (x_n) \) is unbounded above. Similarly \( \lim \inf_{n \to \infty} x_n = -\infty \) means that \( (x_n) \) is unbounded below.)
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5.14† Examples

(i) The sequence \( \{1/n\} \) converges with limit 0. By theorem 5.2, all its subsequences converge to 0. Hence \( L \) contains the single point 0 and
\[
\lim \sup_{n \to \infty} \frac{1}{n} = \lim \inf_{n \to \infty} \frac{1}{n} = \lim \frac{1}{n} = 0.
\]
(ii) The sequence \( \{-1/n\} \) is bounded. The set \( L \) consists of two points \( +1 \) and \( -1 \) (i.e. \( L = \{+1, 1\} \)). We have
\[
\lim \sup_{n \to \infty} (-1)^n = 1; \lim \inf_{n \to \infty} (-1)^n = -1.
\]
(iii) Let \( \{r_n\} \) be the sequence whose first few terms are \( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \frac{1}{8}, \frac{1}{9}, \ldots \). Obviously \( 0 < r_n < 1 \) ( \( n = 1, 2, \ldots \)). From theorem 4.23 it follows that \( L \) is a subset of \( [0, 1] \) (i.e. \( L \subseteq [0, 1] \)). But the subsequence \( \frac{1}{1}, \frac{1}{3}, \frac{1}{5}, \frac{1}{7}, \ldots \) converges to 0. Thus \( l = 0 \). Also the subsequence \( \frac{1}{2}, \frac{1}{4}, \frac{1}{6}, \frac{1}{8}, \frac{1}{10}, \ldots \) converges to 1. Thus \( \bar{L} = 1 \). We have shown that
\[
\lim \sup_{n \to \infty} r_n = 1; \quad \lim \inf_{n \to \infty} r_n = 0
\]

5.15† Exercises

† (1) Calculate
(i) \( \lim \sup_{n \to \infty} \{(-1)^n(1 + n^{-1})\} \) (ii) \( \lim \inf_{n \to \infty} \{(-1)^n(1 + n^{-1})\} \)
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and show that these are not the same as the numbers
\[
\sup_{n \geq 1} (-1)^n(1 + n^{-1}) \quad \text{and} \quad \inf_{n \geq 1} (-1)^n(1 + n^{-1}).
\]
† (2) Let \( \{r_n\} \) be the sequence whose first few terms are \( \frac{1}{1}, \frac{1}{3}, \frac{1}{5}, \frac{1}{7}, \frac{1}{9}, \frac{1}{11}, \frac{1}{13}, \frac{1}{15}, \ldots \). Show that every point in the interval \([0, 1]\) is the limit of a subsequence of \( \{r_n\} \). [Hint: see exercise 3.6(4).]
† (3) Suppose that \( (x_n) \) is a bounded sequence and that, for any \( N \), we can find an \( n \geq N \) such that \( x_n > b \). Show that \( (x_n) \) has a subsequence which converges to a limit \( l \geq b \).
† (4) Let \( \{x_n\} \) be a bounded sequence with limit superior \( \bar{L} \) and limit inferior \( l \). Show that, given any \( \epsilon > 0 \), we can find an \( N \) such that, for any \( n > N \), \( x_n < l + \epsilon \). [Hint: use question 3 with \( b = l + \epsilon \). What is the corresponding result for \( \bar{L} \)?]
† (5) Deduce from question 4 that a bounded sequence \( \{x_n\} \) converges with limit \( l \) if and only if
\[
\lim_{n \to \infty} x_n = \lim \inf_{n \to \infty} x_n = l.
\]
Hence show that a bounded sequence \( \{x_n\} \) converges if and only if all its convergent subsequences have the same limit.
† (6) Let \( \{x_n\} \) be a bounded sequence and let
\[
M_n = \sup_{k \geq n} x_k.
\]
Show that \( \{M_n\} \) decreases and is bounded below. Deduce that \( \{M_n\} \) converges and denote its limit by \( M \). If \( l \) is the limit of some subsequence of \( \{x_n\} \), show that \( M_n \geq l \) ( \( n = 1, 2, \ldots \)). Deduce that \( M \geq l \). Obtain also the reverse inequality \( M \leq \bar{L} \). [Hint: use question 4] and hence show that
\[
\lim_{n \to \infty} x_n = \lim_{n \to \infty} \{\sup_{k \geq n} x_k\}.
\]
(This explains the choice of notation for the limit superior. We also have,
\[
\lim_{n \to \infty} x_n = \lim_{n \to \infty} \{\inf_{k \geq n} x_k\}.
\]

S.16 Cauchy sequences

Suppose that we want to prove that a sequence \( \{x_n\} \) converges but we have no idea in advance what its limit \( l \) might be. Then there is no point in appealing directly to the definition because we shall certainly not be able to prove that \( |x_n - l| \) can be made as small as we choose by taking \( n \) sufficiently large if we do not know the value of \( l \).
Theorem 4.17 gives us one way of resolving this difficulty. It tells us that an increasing sequence which is bounded above converges and that a decreasing sequence which is bounded below converges. Thus we are able to deduce the convergence of the sequence without necessarily knowing the value of its limit. But, of course, theorem 4.17 deals only with monotone sequences. In order to deal with sequences which may not be monotone, we introduce the idea of a Cauchy sequence.

We say that \((x_n)\) is a Cauchy sequence if, given any \(\varepsilon > 0\), we can find an \(N\) such that, for any \(m > N\) and any \(n > N\),

\[|x_m - x_n| < \varepsilon.\]

Very roughly, the terms of a Cauchy sequence get 'closer and closer' together.

5.17 Proposition Any convergent sequence is a Cauchy sequence.

5.18 Proposition Any Cauchy sequence is bounded.

The proofs are easy. The next theorem is what makes Cauchy sequences important.

5.19 Theorem Every Cauchy sequence converges.

Proof Let \((x_n)\) be a Cauchy sequence. By proposition 5.18, \((x_n)\) is bounded. Hence, by the Bolzano–Weierstrass theorem, it has a convergent subsequence \((x_{n_k})\). Suppose that \(x_{n_k} \to l\) as \(k \to \infty\). We shall show that \(x_n \to l\) as \(n \to \infty\).

Let \(\varepsilon > 0\). Then \(\varepsilon > 0\). Hence there exists an \(R\) such that, for any \(r > R\),

\[|x_n - l| < \frac{\varepsilon}{2} \tag{1}\]

Since \((x_n)\) is a Cauchy sequence, there also exists an \(N\) such that, for any \(m > N\) and any \(n > N\),

\[|x_m - x_n| < \frac{\varepsilon}{2} \tag{2}\]

Now suppose that \(n > N\) and choose \(r\) so large that \(n_r > N\) and \(r > R\). Then (1) is satisfied and also (2) is satisfied with \(m = n_r\). Thus, for any \(n > N\),

\[|x_n - l| = |x_n - x_{n_r} + x_{n_r} - l| \leq |x_n - x_{n_r}| + |x_{n_r} - l| \quad \text{(triangle inequality)} \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.\]

Given any \(\varepsilon > 0\), we have found an \(N\) such that, for any \(n > N\), \(|x_n - l| < \varepsilon\). Thus \(x_n \to l\) as \(n \to \infty\).

5.20 Example A sequence \((x_n)\) is defined by \(x_1 = a, x_2 = b\) and

\[x_{n+2} = \frac{1}{2}(x_{n+1} + x_n) \quad (n = 1, 2, 3, \ldots).\]

Prove that \((x_n)\) converges.

Proof We have

\[x_{n+2} - x_{n+1} = \frac{1}{2}(x_{n+1} + x_n) - x_{n+1} = \frac{1}{2}(x_n - x_{n+1}).\]

Thus

\[|x_{n+2} - x_{n+1}| = \frac{1}{2}|x_n - x_{n+1}| = \frac{1}{2^2}|x_n - x_{n-1}| \leq \ldots \leq \frac{1}{2^n}|x_2 - x_1| = \frac{1}{2^n}|b - a|.

Hence, if \(n > m\),

\[|x_n - x_m| = |x_n - x_{n-1} + x_{n-1} - x_{n-2} + \ldots + x_m - x_m| \leq \frac{1}{2^n + \frac{1}{2^{n-2}} + \ldots + \frac{1}{2^{m-2}}} |b - a| \leq \frac{1}{2^m-1} |b - a| \leq \frac{1}{2^m-2} |b - a|.

Let \(\varepsilon > 0\) be given. Choose \(N\) so large that

\[\frac{1}{2^{N-2}} |b - a| < \varepsilon.\]

Then, for any \(n > N\) and any \(m > N\),

\[|x_n - x_m| \leq \frac{1}{2^{N-2}} |b - a| < \varepsilon.\]

Thus \((x_n)\) is a Cauchy sequence. Therefore, by theorem 5.19, it converges.

An alternative method would be to show that one of the two sequences \((x_{2n-1})\) and \((x_{2n})\) is increasing and the other decreasing and then to show that they have the same limit.

5.21 Exercise

(1) Suppose that \(0 < a < 1\) and that \((x_n)\) is a sequence which satisfies

\[|x_{n+1} - x_n| \leq a^n (n = 1, 2, \ldots).\]

Prove that \((x_n)\) is a Cauchy sequence and hence converges.
Subsequences

Give an example of a sequence \( y_n \) such that \( y_n \to +\infty \) as \( n \to \infty \) but \( |y_{n+1} - y_n| \to 0 \) as \( n \to \infty \). [Hint: see exercise 4.20.]

(2) A sequence \( \langle x_n \rangle \) satisfies \( 0 < a \leq x_1 \leq x_2 \leq b \) and

\[
x_{n+1} = \left( x_{n+1} + x_n \right)^{1/2} \quad (n = 1, 2, \ldots).
\]

Prove that \( a \leq x_1 \leq b \) \((n = 1, 2, \ldots)\). Hence or otherwise show that

\[
|x_{n+1} - x_n| \leq \frac{b}{a+b} |x_n - x_{n-1}| \quad (n = 2, 3, \ldots).
\]

Deduce that \( \langle x_n \rangle \) is a Cauchy sequence and hence converges.

(3) For the sequence of example 5.20, prove that

\[
x_{n+1} + \frac{1}{2} x_n = x_n + \frac{1}{2} x_{n-1} = \ldots = x_2 + \frac{1}{2} x_1,
\]

Deduce that \( |x_{n+1} - I| = \frac{1}{2} |x_n - I| \), where \( I = \frac{1}{2}(x_2 + \frac{1}{2} x_1) \). What conclusion may be drawn about the convergence of the sequence \( \langle x_n \rangle \)?

Tackle exercise 5.21(2) by a similar method.

(4) Let \([a, b]\) be a compact interval (see §2.9). Prove that every sequence of points of \([a, b]\) contains a subsequence which converges to a point of \([a, b]\).

(5) Let \( I \) be an interval which has the property that every sequence of points of \( I \) contains a subsequence which converges to a point of \( I \). Prove that \( I \) is compact. [Hint: First prove that \( I \) is bounded by assuming otherwise and appealing to exercise 4.29(6). Then prove that sup \( I \) and inf \( I \) are both elements of \( I \) with another appeal to exercise 4.29(6).]

(6) Given a set \( S \) of real numbers, let

\[
S_\xi = \{ x : x \in S \text{ and } x \neq \xi \}.
\]

We say that \( \xi \) is a cluster point (or point of accumulation or "limit point") of \( S \) if \( \xi \) is at zero distance from \( S_\xi \). (Note that \( \xi \) need not be an element of \( S \).) A form of the Bolzano-Weierstrass theorem asserts that every bounded set with an infinite number of elements has at least one cluster point. Prove this.

---

6 SERIES

6.1 Definitions

Given a sequence \( \langle a_n \rangle \) of real numbers the sequence \( \langle s_N \rangle \) defined by

\[
s_N = \sum_{n=1}^{N} a_n = a_1 + a_2 + \ldots + a_N
\]

is called the sequence of partial sums of the series

\[
\sum_{n=1}^{\infty} a_n.
\]

If \( s_N \to s \) as \( N \to \infty \), the series is said to converge to the sum \( s \). We write

\[
s = \sum_{n=1}^{\infty} a_n.
\]

It is important to remember that this formula can only make sense when the series converges.

6.2 Example: Consider the series

\[
\sum_{n=0}^{\infty} x^n.
\]

If \( x \neq 1 \), the partial sums satisfy

\[
s_N = \sum_{n=1}^{N} x^n = 1 + x + x^2 + \ldots + x^N = \frac{1 - x^{N+1}}{1 - x}.
\]

If \( |x| < 1 \), \( x^{N+1} \to 0 \) as \( N \to \infty \) and hence
It follows that the series $\sum_{n=0}^{\infty} x^n$ converges if $|x| < 1$ and we may write

$$\sum_{n=0}^{\infty} x^n = \frac{1}{1-x} \quad (|x| < 1).$$

If $|x| \geq 1$, the series diverges.

### 6.3 Example

The partial sums of the series

$$\sum_{n=1}^{N} \frac{1}{n(n+1)}$$

are given by

$$s_N = \sum_{n=1}^{N} \frac{1}{n(n+1)} = \sum_{n=1}^{N} \left( \frac{1}{n} - \frac{1}{n+1} \right) = \left(1 - \frac{1}{2}\right) + \left(\frac{1}{2} - \frac{1}{3}\right) + \left(\frac{1}{3} - \frac{1}{4}\right) + \ldots + \left(\frac{1}{N} - \frac{1}{N+1}\right) = 1 - \frac{1}{N+1} \to 1 \text{ as } N \to \infty.$$

Hence the series converges and we may write

$$\sum_{n=1}^{\infty} \frac{1}{n(n+1)} = 1.$$

### 6.4 Series of positive terms

Series whose terms are all positive (or non-negative) are particularly easy to deal with. This is because the sequence of partial sums of such a series is increasing. Thus, if we wish to show that a series of positive terms converges, we only need to show that its sequence of partial sums is bounded above. If the sequence of partial sums is unbounded above, then the series diverges to $+\infty$ (see exercise 4.29(5)).

### 6.5 Theorem

The series

$$\sum_{n=1}^{\infty} \frac{1}{n^\alpha}$$

diverges to $+\infty$.

---

**Proof**

Since the partial sums of this series increase, we only need to show that they are unbounded above. But

$$s_{2N} = 1 + \frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \ldots + \frac{1}{2^{N\alpha}}$$

$$= 1 + \left(\frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \frac{1}{2^{3\alpha}} + \ldots \right) + \left(\frac{1}{2^{2\alpha+1}} + \frac{1}{2^{3\alpha+1}} + \ldots \right)$$

$$> 1 + \frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \frac{1}{2^{3\alpha}} + \ldots$$

Thus the partial sums are unbounded above and the theorem follows.

### 6.6 Theorem

Let $\alpha$ be a rational number such that $\alpha > 1$. Then the series

$$\sum_{n=1}^{\infty} \frac{1}{n^\alpha}$$

converges.

**Proof**

Since the partial sums are increasing, we need only show that they are bounded above. For $N > 1$,

$$s_N < s_{2N} = 1 + \frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \ldots + \frac{1}{(2N-1)^\alpha}$$

$$= 1 + \left(\frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \frac{1}{2^{3\alpha}} + \ldots \right) + \left(\frac{1}{(2N-1)^\alpha} + \frac{1}{(2N)^\alpha} + \ldots \right)$$

$$= 1 + \frac{1}{2^\alpha} + \frac{1}{2^{2\alpha}} + \frac{1}{2^{3\alpha}} + \ldots$$

Thus the partial sums are bounded above and the theorem follows.
6.7 Elementary properties of series

6.8 Theorem Suppose that the series $\sum_{n=1}^{\infty} a_n$ and $\sum_{n=1}^{\infty} b_n$ converge to $\alpha$ and $\beta$ respectively. Then, if $\lambda$ and $\mu$ are any real numbers, the series $\sum_{n=1}^{\infty} (\lambda a_n + \mu b_n)$ converges to $\lambda \alpha + \mu \beta$.

Proof: We have

$$\sum_{n=1}^{N} (\lambda a_n + \mu b_n) = \lambda \sum_{n=1}^{N} a_n + \mu \sum_{n=1}^{N} b_n \to \lambda \alpha + \mu \beta \text{ as } N \to \infty$$

by proposition 4.8.

6.9 Theorem Suppose that the series $\sum_{n=1}^{\infty} a_n$ converges. Then $a_n \to 0$ as $n \to \infty$.

Proof: Let the sum of the series be $s$. Then

$$s_N = \sum_{n=1}^{N} a_n \to s \text{ as } n \to \infty.$$ 

Also $s_{N-1} \to s$ as $n \to \infty$.

But then

$$a_N = (a_1 + a_2 + \ldots + a_N) - (a_1 + a_2 + \ldots + a_{N-1}) = s_N - s_{N-1} \to s - s = 0 \text{ as } N \to \infty.$$ 

6.10 Examples The series

$$\sum_{n=1}^{\infty} (-1)^n$$

diverges. This can be deduced from theorem 6.9 by observing that its terms do not tend to zero.

Note that the converse of theorem 6.9 is false. Just because the terms of a series tend to zero it does not follow that the series converges. Theorem 6.5 provides an example. The terms of the series

$$\sum_{n=1}^{\infty} \frac{1}{n^\alpha}$$

tend to zero, but the series diverges. One might say that the terms of the series do not tend to zero 'fast enough' to make the series converge.

6.11 Proposition Suppose that the series $\sum_{n=1}^{\infty} a_n$ converges. Then, for each natural number $N$, the series $\sum_{n=1}^{\infty} a_{n+N}$ converges and

$$\sum_{n=1}^{\infty} a_n \to 0 \text{ as } N \to \infty.$$ 

This result is often referred to by saying that the 'tail' of a convergent series tends to zero. The proof is easy.

6.12 Series and Cauchy sequences

In the series we have studied so far, we have either been blessed with a nice formula for the partial sums (examples 6.2 and 6.3) or else the partial sums increased and so we only had to consider whether or not the partial sums were bounded above (theorems 6.5 and 6.6). What should we do in the absence of such favourable conditions? We ask the question: Is the sequence of partial sums a Cauchy sequence? This question has some fruitful answers as we shall see below.

6.13 Theorem Suppose that $(a_n)$ is a decreasing sequence of positive numbers such that $a_n \to 0 \text{ as } n \to \infty$. Then the series

$$\sum_{n=1}^{\infty} (-1)^{n-1} a_n = a_1 - a_2 + a_3 - a_4 + \ldots$$

converges.

Proof: We show that the sequence $(s_n)$ of partial sums of the series is a Cauchy sequence. From theorem 5.19, it then follows that the series converges.

The proof depends on the fact that, for each $n > m$, we have the inequality

$$0 \leq a_{m+1} - a_{m+2} + a_{m+3} - \ldots - a_n \leq a_{m+1}.$$ 

This follows easily from the fact that $a_n - a_{n+1}$ is always non-negative because $(a_n)$ decreases.

Let $e > 0$ be given. Since $a_n \to 0 \text{ as } n \to \infty$ we can find an $N$ such that, for any $n > N$, $a_n < e$. But for any $n > m > N$,

$$|s_n - s_m| = |(a_1 - a_2 + \ldots + a_n) - (a_1 - a_2 + \ldots + a_m)|$$

$$= |a_{m+1} - a_{m+2} + a_{m+3} - \ldots - a_n|$$

$$\leq a_{m+1} < e \text{ (because } m > N).$$

Thus $(s_n)$ is a Cauchy sequence and the theorem follows.
Series

6.14 Example We saw in theorem 6.5 that the series \( \sum_{n=1}^{\infty} \frac{1}{n} \) diverges. But it follows from theorem 6.13 that the series
\[
\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \ldots
\]
converges. Of course, theorem 6.13 yields no clue as to what the sum is. (It is, in fact, \( \log 2 \).)

Theorem 6.13 is sometimes useful, but its hypotheses are rather restrictive. A more useful theorem is the following.

6.15 Theorem (comparison test) Let \( \sum_{n=1}^{\infty} a_n \) be a convergent series of positive real numbers. If
\[
|a_n| \leq b_n \quad (n = 1, 2, \ldots)
\]
then the series \( \sum_{n=1}^{\infty} a_n \) converges.

Proof Let \( \epsilon > 0 \). Since \( \sum_{n=1}^{\infty} b_n \) converges, its tail tends to zero (proposition 6.1). Hence we can find an \( N' \) such that, for any \( n > N \),
\[
|b_n| < \epsilon.
\]
Let the sequence of partial sums of the series \( \sum_{n=1}^{\infty} a_n \), be \( \{s_n\} \). Then, if \( n > m > N \),
\[
|s_n - s_m| = |(a_1 + a_2 + \ldots + a_n) - (a_1 + a_2 + \ldots + a_m)|
\[
= |a_{m+1} + a_{m+2} + \ldots + a_n|
\[
\leq |a_{m+1}| + |a_{m+2}| + \ldots + |a_n| \quad \text{(triangle inequality)}
\[
\leq b_{m+1} + b_{m+2} + \ldots + b_n
\leq \sum_{k=m+1}^{n} b_k < \epsilon.
\]
Thus \( \{s_n\} \) is a Cauchy sequence and the theorem follows.

Note that the hypothesis \( |a_n| \leq b_n \) \((n = 1, 2, \ldots)\) can be replaced by
\[
|a_n| \leq \frac{Hb_n}{(n - 1)!} \quad (n = N, N + 1, \ldots). \quad \text{(Why?)}
\]
Note further that the hypothesis of the comparison test is not
\[
\left| \sum_{k=1}^{n} a_k \right| \leq \sum_{k=1}^{n} b_k.
\]
This condition is satisfied by \( a_k = (-1)^k \) and \( b_k = 1/k^2 \), but we know that \( \sum_{n=1}^{\infty} (-1)^n \) diverges.

6.16 Example Prove that, if \( \alpha \) is any positive rational number and \( |x| < 1 \), then the series
\[
\sum_{n=1}^{\infty} n^n \alpha^n
\]
converges.

Proof From exercise 4.20(5) we know that \( n^2 + 2n^3 \to 0 \) as \( n \to \infty \). Hence the sequence \((n^2 + 2n^3)\) is bounded (theorem 4.25). It follows that, for some \( H \),
\[
|n^2 \alpha^n| < Hn^2 \quad (n = 1, 2, \ldots).
\]
Since the series \( \sum_{n=1}^{\infty} 1/n^2 \) converges (theorem 6.6), the result follows from the comparison test.

The next two propositions are sometimes helpful. We indicate only very briefly how they are proved.

6.17 Proposition (ratio test) Let \( \sum_{n=1}^{\infty} a_n \) be a series which satisfies
\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = l.
\]
If \( l > 1 \), the series diverges and, if \( l < 1 \), the series converges.

If \( l < 1 \), we may take \( \epsilon > 0 \) so small that \( l + \epsilon < 1 \). Then, for a sufficiently large value of \( N \),
\[
|a_n| < \left( \frac{a_{n+1}}{a_n} \right)^{n-1} \left( \frac{a_{n-1}}{a_{n-2}} \right)^{n-2} \ldots \left( \frac{a_2}{a_1} \right)^{n-2} |a_{N+1}| < (l + \epsilon)^{n-1} |a_{N+1}|.
\]
The series \( \sum_{n=1}^{\infty} a_n \), then converges by comparison with the geometric series \( \sum_{n=1}^{\infty} (l + \epsilon)^n \). If \( l > 1 \), a similar argument shows that the terms of \( \sum_{n=1}^{\infty} a_n \) do not tend to zero and so the series diverges.

6.18 Proposition (nth root test) Let \( \sum_{n=1}^{\infty} a_n \) be a series which satisfies
\[
\limsup_{n \to \infty} |a_n|^{1/n} = l.
\]
If \( l > 1 \), the series diverges and, if \( l < 1 \), the series converges.

If \( l < 1 \), we may take \( \epsilon > 0 \) so small that \( l + \epsilon < 1 \). Then, for a sufficiently large value of \( N \),
\[
|a_n| < (l + \epsilon)^n \quad (n > N) \quad \text{(exercise 5.15(4))}
\]
and the convergence of \( \sum_{n=1}^{\infty} a_n \) follows from the comparison test. If \( l > 1 \), \( \epsilon \) is
chosen so that \( t - e > 1 \). Then, for some subsequence \( (a_{n_k}) \),
\[
|a_{n_k}| > (t - e)^{n_k} \to \infty \text{ as } k \to \infty
\]
and so the terms of \( \sum_{n=1}^{\infty} a_n \) do not tend to zero.

Note that if the expressions of propositions 6.17 and 6.18 diverge to \(+\infty\) (instead of converging to 1), then the series diverge. If \( t = 1 \) however the results yield no information about the convergence or divergence of the series at all.

6.19 Example Prove that the series
\[
\sum_{n=0}^{\infty} \frac{x^n}{n!}
\]
converges for all values of \( x \).

Proof We could use the comparison test. Alternatively, if \( x \neq 0 \),
\[
\left| \frac{x^{n+1}}{(n+1)!} \right| = \frac{|x|}{n+1} \to 0 \text{ as } n \to \infty
\]
and hence the series converges by the ratio test.

6.20 Absolute and conditional convergence
A series \( \sum_{n=1}^{\infty} a_n \) is said to converge absolutely if the series \( \sum_{n=1}^{\infty} |a_n| \) converges. A series which converges but does not converge absolutely is said to be conditionally convergent.

6.21 Theorem Every absolutely convergent series is convergent.

Proof Simply take \( b_n = |a_n| \) in the comparison test.

6.22 Examples
(i) Let \( a_n = \frac{(-1)^{n-1}}{n} \) \((n = 1, 2, \ldots)\). Then
\[
\sum_{n=1}^{\infty} a_n = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \ldots
\]
and
\[
\sum_{n=1}^{\infty} |a_n| = \sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \ldots
\]

The first of these series converges (example 6.14). The second diverges (theorem 6.5). We conclude that the series
\[
\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n}
\]
is conditionally convergent.

(ii) On the other hand the series
\[
\sum_{n=1}^{\infty} a_n = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^2}
\]
is absolutely convergent because
\[
\sum_{n=1}^{\infty} |a_n| = \sum_{n=1}^{\infty} \frac{1}{n^2}
\]
which converges.

It should be noted that the comparison test, the ratio test and the \( n \)th root test all demonstrate absolute convergence. The only criterion we have given which can establish the convergence of a series which is only conditionally convergent is theorem 6.13.

6.23 Manipulations with series
Series are 'infinite sums'. It would therefore be optimistic to expect to be able to manipulate them just like 'finite sums'. Indeed, only absolutely convergent series may be freely manipulated. If one tries to obtain results by manipulating divergent or conditionally convergent series, only nonsense can be expected in general.

6.24 Example Consider the following argument.
\[
0 = 0 + 0 + 0 + \ldots
\]
\[
= (1 - 1) + (1 - 1) + (1 - 1) + \ldots
\]
\[
= 1 - 1 + 1 - 1 + 1 - 1 + \ldots
\]
\[
= 1 + (1 - 1) + (1 - 1) + (1 - 1) + \ldots
\]
\[
= 1 + 0 + 0 + \ldots
\]
\[
= 1.
\]
The error is not hard to find. The series \(1 - 1 + 1 - 1 + 1 - \ldots\) is divergent. (Its terms do not tend to zero.)

### 6.25 Example

We know that the series

\[
1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \frac{1}{6} + \ldots
\]

converges conditionally. Denote its sum by \(s\). We rearrange the order in which the terms of the series appear and obtain

\[
1 - \frac{1}{2} - \frac{1}{4} - \frac{1}{6} - \frac{1}{8} + \frac{1}{3} - \frac{1}{10} - \frac{1}{12} + \frac{1}{14} - \ldots
\]

Let the \(n\)th partial sum of this series be \(t_n\). Then

\[
t_{3n} = 1 - \frac{1}{2} - \frac{1}{4} - \frac{1}{6} - \frac{1}{8} + \frac{1}{3} + \frac{1}{10} + \frac{1}{12} + \frac{1}{14} - \frac{1}{9} - \frac{1}{16} - \frac{1}{18} - \frac{1}{20} - \ldots
\]

\[
= (1 + \frac{1}{3} + \ldots + \frac{1}{2n-1}) - (\frac{1}{2} + \frac{1}{6} + \ldots + \frac{1}{4n-2})
\]

\[
- \left(\frac{1}{4} + \frac{1}{8} + \ldots + \frac{1}{4n}\right)
\]

\[
= \left(1 + \frac{1}{3} + \ldots + \frac{1}{2n-1}\right) - \frac{1}{2} \left(\frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{2n-1}\right)
\]

\[
- \frac{1}{2} \left(\frac{1}{4} + \frac{1}{8} + \ldots + \frac{1}{4n}\right)
\]

\[
= \frac{1}{2} \left(\frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{2n-1}\right)
\]

\[
\to \frac{1}{2} s\ as\ n \to \infty.
\]

Notice that the finite sum for \(t_{3n}\) can validly be rearranged in any way we like.

Since \(t_{3n+1} - t_{3n} \to 0\ as\ n \to \infty\ and\ t_{3n+2} - t_{3n} \to 0\ as\ n \to \infty\, it\ follows\ that\ the\ rearranged\ series\ converges\ to\ \frac{1}{2}s\ which\ is\ not\ the\ same\ as\ the\ sum\ s\ of\ our\ original\ series\ (because\ s \neq 0).\)

### 6.26 Exercise

1. Using partial fractions, prove that

\[
\sum_{n=1}^{\infty} \frac{3n-2}{n(n+1)(n+2)} = 1.
\]

2. If \((a_n)\) and \((b_n)\) are two sequences of positive terms and

\[
\frac{a_n}{b_n} \to l\ as\ n \to \infty
\]

where \(l \neq 0\, prove\ that\ the\ series\ \sum_{n=1}^{\infty} a_n \ and\ \sum_{n=1}^{\infty} b_n\]

either both converge or both diverge.

Discuss the convergence or divergence of the series

\[
(i) \sum_{n=1}^{\infty} \frac{1}{2n} \quad (ii) \sum_{n=1}^{\infty} \frac{1}{2n-1} \quad (iii) \sum_{n=1}^{\infty} \frac{1}{n^2 + 3}.
\]

3. Suppose that \((a_n)\) is a decreasing sequence of positive terms such that \(\Sigma_{n=1}^{\infty} a_n\ converges.\ Prove\ that\ \sum_{n=1}^{\infty} \frac{a_n}{n^2} = 0\ as\ n \to \infty.\) [Hint: consider \(a_{n+1} + a_{n+2} + \ldots + a_{2n}\)]

4. Let \((r_n)\) denote the rational numbers from \((0, 1)\) arranged in the sequence whose first few terms are \(\frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \ldots.\) Prove that the series

\[
\sum_{n=1}^{\infty} r_n
\]

diverges.

5. Determine whether or not the following series converge or diverge.

\[
(i) \sum_{n=1}^{\infty} \frac{(n+1)^2}{(2n)!} \quad (ii) \sum_{n=1}^{\infty} \frac{(n+1)^2}{2n} \quad (iii) \sum_{n=1}^{\infty} \frac{n}{n+1}
\]

\[
(iv) \sum_{n=1}^{\infty} \frac{n}{n+1} \quad (v) \sum_{n=1}^{\infty} \frac{(-1)^n (n+1)}{\sqrt{n}}
\]

\[
(vi) \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt{n}}.
\]

6. If the sum of the conditionally convergent series

\[
1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \ldots
\]

is \(s\, prove\ that\ the\ sum\ of\ the\ rearranged\ series

\[
1 + \frac{1}{3} - \frac{1}{2} + \frac{1}{5} - \frac{1}{4} + \frac{1}{7} - \frac{1}{6} + \ldots
\]

is \(\frac{3}{2}s.\) [Hint: \(t_{3n} = 1 + \frac{1}{3} + \frac{1}{5} + \ldots + \frac{1}{4n-3} + \frac{1}{4n-1} - \frac{1}{2n}\)]

\[
\sum_{n=1}^{\infty} a_n \quad b_n
\]

\[
\to l\ as\ n \to \infty
\]

where \(l \neq 0,\ prove\ that\ the\ series\ \sum_{n=1}^{\infty} a_n \ and\ \sum_{n=1}^{\infty} b_n\]

either both converge or both diverge.

Discuss the convergence or divergence of the series

\[
(i) \sum_{n=1}^{\infty} \frac{1}{2n} \quad (ii) \sum_{n=1}^{\infty} \frac{1}{2n-1} \quad (iii) \sum_{n=1}^{\infty} \frac{1}{n^2 + 3}.
\]

(3) Suppose that \((a_n)\) is a decreasing sequence of positive terms such that \(\Sigma_{n=1}^{\infty} a_n\ converges.\ Prove\ that\ \sum_{n=1}^{\infty} \frac{a_n}{n^2} = 0\ as\ n \to \infty.\) [Hint: consider \(a_{n+1} + a_{n+2} + \ldots + a_{2n}\)]

(4) Let \((r_n)\) denote the rational numbers from \((0, 1)\) arranged in the sequence whose first few terms are \(\frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, \ldots.\) Prove that the series

\[
\sum_{n=1}^{\infty} r_n
\]

diverges.

(5) Determine whether or not the following series converge or diverge.

\[
(i) \sum_{n=1}^{\infty} \frac{(n+1)^2}{(2n)!} \quad (ii) \sum_{n=1}^{\infty} \frac{(n+1)^2}{2n} \quad (iii) \sum_{n=1}^{\infty} \frac{n}{n+1}
\]

\[
(iv) \sum_{n=1}^{\infty} \frac{n}{n+1} \quad (v) \sum_{n=1}^{\infty} \frac{(-1)^n (n+1)}{\sqrt{n}}
\]

\[
(vi) \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt{n}}.
\]

(6) If the sum of the conditionally convergent series

\[
1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \ldots
\]

is \(s,\ prove\ that\ the\ sum\ of\ the\ rearranged\ series

\[
1 + \frac{1}{3} - \frac{1}{2} + \frac{1}{5} - \frac{1}{4} + \frac{1}{7} - \frac{1}{6} + \ldots
\]

is \(\frac{3}{2}s.\) [Hint: \(t_{3n} = 1 + \frac{1}{3} + \frac{1}{5} + \ldots + \frac{1}{4n-3} + \frac{1}{4n-1} - \frac{1}{2n}\)]
7 FUNCTIONS

7.1 Notation

A function \( f \) from a set \( A \) to a set \( B \) (write \( f : A \to B \)) defines a rule which assigns to each \( x \in A \) a unique element \( y \in B \). The element \( y \) is called the image of the element \( x \) and we write \( y = f(x) \).

When \( A \) and \( B \) are sets of real numbers we can draw the graph of the function as in the diagram below. The defining property of a function ensures that each vertical line drawn through a point of \( A \) cuts the graph in one and only one place.

If \( f \) is a function from \( A \) to \( B \) and \( S \subseteq A \), we say that \( f \) is defined on the set \( S \). The largest set on which \( f \) is defined is, of course, the set \( A \). We call \( A \) the domain of \( f \). For example, a sequence is a function whose domain is the set \( \mathbb{N} \) of natural numbers.

If \( f \) is defined on a set \( S \), we use the notation

\[ f(S) = \{ f(x) : x \in S \} \]

and say that \( f(S) \) is the image of the set \( S \) under the function \( f \).

The set \( f(A) \) is called the range of \( f \). Note that \( f(A) \) need not be the whole of \( B \).

7.2 Example Consider the equation \( y = x^2 \). This defines a function from \( \mathbb{R} \) to itself. For each \( x \in \mathbb{R} \) there exists a unique \( y \in \mathbb{R} \) which satisfies the rule \( y = x^2 \). Observe that, in the diagram below, each vertical line cuts the graph in one and only one place.

The domain of this function is \( \mathbb{R} \). The range is \( [0, \infty) \). The image, for example, of the set \( [-2, 1] \) is \( [0, 4] \). (Why?)

7.3 Example Consider the equation \( y^2 = x \). This does not define a function from \( \mathbb{R} \) to itself. In the diagram below, the vertical line drawn through the point \( x_0 \) does not meet the graph at all, and hence there is no value of \( y \) associated with \( x_0 \).

7.4 Example Again consider \( y^2 = x \). Does this define a function from \( [0, \infty) \) to \( \mathbb{R} \)? Again the answer is no. This time it is certainly true that every
vertical line drawn through a point of \([0, \infty)\) meets the graph (see §1.9). But all but one of these vertical lines meets the graph in two points. Thus, in the diagram, there is not a unique value of \(y\) associated with \(x_1\).

7.5 Example Again consider \(y^2 = x\). This does define a function from \([0, \infty)\) to \([0, \infty)\).

Since \(y\) must be in \([0, \infty)\) we omit from the diagram the part of our previous graphs which lies below the \(x\)-axis. Then every vertical line drawn through a point of \([0, \infty)\) meets the graph in one and only one point (see §1.9). Thus, given any \(x \in [0, \infty)\), there is a unique \(y \in [0, \infty)\) which satisfies \(y^2 = x\). Thus a function \(f\) is defined from \([0, \infty)\) to \([0, \infty)\). Recalling the content of §1.9, we observe that, for each \(x \geq 0\),

\[
f(x) = \sqrt{x}.
\]

7.6 Polynomial and rational functions

If \(a_0, a_1, a_2, \ldots, a_n\) are all real numbers, then the equation

\[
y = a_0 + a_1 x + a_2 x^2 + \ldots + a_n x^n
\]

defines a function from \(\mathbb{R}\) to itself. Any value of \(x\) which is substituted on the right hand side generates a unique corresponding value of \(y\). If \(a_n \neq 0\), we call this function a polynomial of degree \(n\). A polynomial of degree 0 is called a constant.

Suppose that \(P\) and \(Q\) are polynomial functions. Let \(S\) denote the set \(\mathbb{R}\) with all the values of \(x\) for which \(Q(x) = 0\) removed. (If \(Q\) is of degree \(m\), it follows from exercise 3.11(3) that there can be at most \(m\) such values.) Then the equation

\[
y = \frac{P(x)}{Q(x)}
\]

defines a function from \(S\) to \(\mathbb{R}\). Such a function is called a rational function.

7.7 Example The function from \(\mathbb{R}\) to itself defined by the equation

\[
y = x^3 - 3x^2 + 2x
\]

is called a polynomial function of degree 3 (or, more loosely, a 'cubic polynomial'). Its graph is sketched below.

7.8 Example Let \(S\) be the set \(\mathbb{R}\) with 2 and \(-2\) removed. Then the equation

\[
y = \frac{x^2 + 4}{x^2 - 4} (x \neq \pm 2)
\]

defines a function from \(S\) to \(\mathbb{R}\). Its graph is sketched below.
7.9 Combining functions

We begin with some almost obvious notation. If \( S \subseteq \mathbb{R} \) and \( f \) and \( g \) are two functions from \( S \) to \( \mathbb{R} \), then we define the function \( f + g \) to be the function from \( S \) to \( \mathbb{R} \) which satisfies

\[
(f + g)(x) = f(x) + g(x) \quad (x \in S).
\]

Similarly, if \( \lambda \) is any real number, we define \( \lambda f \) to be the function from \( S \) to \( \mathbb{R} \) which satisfies

\[
(\lambda f)(x) = \lambda f(x) \quad (x \in S).
\]

Again, we define the functions \( fg \) and \( f/g \) by

\[
(fg)(x) = f(x)g(x) \quad (x \in S)
\]

and

\[
(f/g)(x) = f(x)/g(x) \quad (x \in S, g(x) \neq 0).
\]

For the latter definition to make sense, of course, it is essential that \( g(x) \neq 0 \) for all \( x \in S \).

A somewhat less trivial way of combining functions is to employ the operation of composition. Let \( S \) and \( T \) be subsets of \( \mathbb{R} \) and suppose that \( g : S \to T \) and \( f : T \to \mathbb{R} \). Then we define the composite function \( f \circ g : S \to \mathbb{R} \) by

\[
f \circ g(x) = f(g(x)) \quad (x \in S).
\]

Sometimes \( f \circ g \) is called a 'function of a function'.

7.10 Example Let \( f : \mathbb{R} \to \mathbb{R} \) be defined by

\[
f(x) = \frac{x^2 - 1}{x^2 + 1} \quad (x \in \mathbb{R})
\]

and let \( g : \mathbb{R} \to \mathbb{R} \) be defined by

\[
g(x) = x^3.
\]

Then \( f \circ g : \mathbb{R} \to \mathbb{R} \) is given by the formula

\[
f \circ g(x) = f(g(x)) = \frac{[g(x)]^2 - 1}{[g(x)]^2 + 1} = \frac{x^6 - 1}{x^6 + 1}.
\]

7.11 Inverse functions

Suppose that \( A \) and \( B \) are sets and that \( f \) is a function from \( A \) to \( B \). This means that each element \( a \in A \) has a unique image \( b = f(a) \in B \).

We say that \( f^{-1} \) is the inverse function to \( f \) if \( f^{-1} \) is a function from \( B \) to \( A \) which has the property that \( x = f^{-1}(y) \) if and only if \( y = f(x) \).

Not all functions have inverse functions. In fact, it is clear that a function

\[
f : A \to B \]

has an inverse function \( f^{-1} : B \to A \) if and only if each \( b \in B \) is the image of a unique \( a \in A \). (Otherwise \( f^{-1} \) could not be a function.) A function which has this property is said to be a 1 : 1 correspondence between \( A \) and \( B \).

In geometric terms, a function \( f : A \to B \) is a 1 : 1 correspondence between \( A \) and \( B \) (and hence has an inverse function \( f^{-1} : B \to A \)) if and only if each vertical line through \( A \) meets the graph of \( f \) in one and only one point (which makes \( f \) a function) and each horizontal line through \( B \) meets the graph of \( f \) in one and only one point (which makes \( f^{-1} \) a function).

7.12 Example Let \( f : (1, \infty) \to (0, 1) \) be defined by

\[
f(x) = \frac{x - 1}{x + 1} \quad (x > 1).
\]

It seems clear from the diagram that \( f \) is a 1 : 1 correspondence between \( (1, \infty) \) and \((0, 1) \). Thus it has an inverse function. To prove this we must show that, given any \( y \) satisfying \( 0 < y < 1 \), there is a unique \( x > 1 \) which satisfies

\[
y = \frac{x - 1}{x + 1}.
\]

This is easily accomplished by solving (1) for \( x \). We obtain

\[
y(x + 1) = x - 1
\]
Functions

\[ x(y - 1) = -1 - y \]
\[ x = \frac{1 + y}{1 - y}. \]  

Thus, if \( y \) satisfies \( 0 < y < 1 \), there is a unique \( x > 1 \) which satisfies (1)—namely, that given by (2). We have established the existence of an inverse function \( f^{-1} : (0, 1) \to (1, \infty) \). It is given by the formula

\[ f^{-1}(y) = \frac{1 + y}{1 - y} \quad (y \in (0, 1)). \]

It is instructive to observe how the graph of \( x = f^{-1}(y) \) is related to that of \( y = f(x) \).

### 7.13 Bounded functions

Let \( f \) be defined on \( S \). We say that \( f \) is bounded above on \( S \) by the upper bound \( H \) if and only if, for any \( x \in S \),

\[ f(x) \leq H. \]

This is the same as saying that the set

\[ f(S) = \{ f(x) : x \in S \} \]

is bounded above by \( H \).

If \( f \) is bounded above on \( S \), then it follows from the continuum property that it has a smallest upper bound (or supremum) on \( S \). Suppose that

\[ B = \sup_{x \in S} f(x) = \sup f(S). \]

It may or may not be true that, for some \( \xi \in S \), \( f(\xi) = B \). If such a value of \( \xi \) does exist, we say that \( B \) is the maximum of \( f \) on the set \( S \) and that this maximum is attained at the point \( \xi \).

Similar remarks apply to lower bounds and minima. If a function \( f \) is both bounded above and below on the set \( S \), then we simply say that \( f \) is bounded on the set \( S \). From proposition 2.3 it follows that a function \( f \) is bounded on a set \( S \) if and only if, for some \( K \), it is true that, for any \( x \in S \),

\[ |f(x)| \leq K. \]

### 7.14 Example

Let \( f : (0, \infty) \to \mathbb{R} \) be defined by

\[ f(x) = \frac{1}{x} \quad (x > 0). \]

This function is unbounded above on \((0, 1]\). It is, however, bounded below on \((0, 1]\) and attains a minimum of 1 at the point \( x = 1 \).
### 7.15 Example
Let \( f: \mathbb{R} \to \mathbb{R} \) be defined by \( f(x) = x \). This function is bounded above on both the sets \((0, 1)\) and \([0, 1]\) and in both cases its supremum is 1. But \( f \) has no maximum on the set \((0, 1)\). There is no \( \xi \) satisfying \( 0 < \xi < 1 \) for which \( f(\xi) = 1 \). On the other hand, \( f \) attains a maximum of 1 at the point \( x = 1 \) on the set \([0, 1]\).

### 7.16 Exercise

1. Draw a diagram illustrating the set of all \((x, y)\) such that
   \[
y = \begin{cases} 
5 & \text{if } x \geq 1 \\
2 & \text{if } x < 1 
\end{cases}
\]
   Explain why this is a graph of a function from \( \mathbb{R} \) to itself. What is the range of this function? What is the image of the set \([1, 2]\) under this function?

2. Draw a diagram illustrating the equation
   \[
   |x| + |y| = 1.
   \]
   [Hint: consider each quadrant separately.] Explain why
   (i) the equation does not define a function from \( \mathbb{R} \) to itself;
   (ii) the equation does not define a function from \([-1, 1]\) to itself;
   (iii) the equation does define a function from \([-1, 1]\) to \([0, 1]\).

3. Let \( f: [0, 1] \to [0, 1] \) be defined by
   \[
f(x) = \frac{1 - x}{1 + x} \quad (0 \leq x \leq 1)
\]
   and let \( g: [0, 1] \to [0, 1] \) be defined by
   \[
g(x) = 4x(1 - x) \quad (0 \leq x \leq 1).
\]
   Find formulae for \( f \circ g \) and \( g \circ f \) and hence show that these functions are not the same.
   Show that \( f^{-1} \) exists but that \( g^{-1} \) does not exist. Find a formula for \( f^{-1} \).

4. The formula \( y = x^2 \) may be employed to define a function \( f: \mathbb{R} \to \mathbb{R} \).

### 7.17 Functions

Explain why \( f \) has no inverse function. If, instead, we use the formula \( y = x^2 \) to define a function \( g: [0, \infty) \to [0, \infty) \), show that \( g^{-1}: [0, \infty) \to [0, \infty) \) exists and that
   \[
g^{-1}(y) = \sqrt{y} \quad (y \geq 0).
\]

5. A function \( g: A \to B \) is a 1:1 correspondence between \( A \) and \( B \). Prove that
   (i) \( g^{-1} \circ g(x) = x \) \( (x \in A) \)
   (ii) \( g \circ g^{-1}(y) = y \) \( (y \in B) \).
   To what do these formulae reduce when \( g \) is as in question 4?

6. Let \( f \) and \( g \) be bounded above on \( S \). Let \( c \) be a constant. Prove that
   (i) \( \sup_{x \in S} \{f(x) + c\} = c + \sup_{x \in S} f(x) \)
   (ii) \( \sup_{x \in S} \{f(x) + g(x)\} \leq \sup_{x \in S} f(x) + \sup_{x \in S} g(x) \).
   Give an example to show that equality need not hold in (ii).
8 LIMITS OF FUNCTIONS

8.1 Limits from the left
Suppose that \( f \) is defined on an interval \((a, b)\). We say that \( f(x) \) tends (or converges) to a limit \( l \) as \( x \) tends to \( b \) from the left and write

\[
f(x) \to l \quad \text{as} \quad x \to b^{-}
\]
or, alternatively,

\[
\lim_{x \to b^{-}} f(x) = l
\]
if the following criterion is satisfied.

Given any \( \varepsilon > 0 \), we can find a \( \delta > 0 \) such that

\[
|f(x) - l| < \varepsilon
\]
provided that \( a < x < a + \delta \).

The number \( |f(x) - l| \) is the distance between \( f(x) \) and \( l \). We can think of it as the error in approximating \( l \) by \( f(x) \). The definition of the statement \( f(x) \to l \) as \( x \to b^{-} \) then amounts to the assertion that we can make the error in approximating \( l \) by \( f(x) \) as small as we like by taking \( x \) sufficiently close to \( b \) on the left.

8.2 Limits from the right
Suppose again that \( f \) is defined on an interval \((a, b)\). We say that \( f(x) \) tends (or converges) to a limit \( l \) as \( x \) tends to \( a \) from the right and write

\[
f(x) \to l \quad \text{as} \quad x \to a^{+}
\]
or, alternatively,

\[
\lim_{x \to a^{+}} f(x) = l
\]
if the following criterion is satisfied.

Given any \( \varepsilon > 0 \), we can find a \( \delta > 0 \) such that

\[
|f(x) - l| < \varepsilon
\]
provided that \( 0 < |x - a| < \delta \).

If \( a \) and \( \beta \) are real numbers, it is often useful to note that the inequality \( |a| < |\beta| \) is equivalent to \( -\beta < a < \beta \), or, what is the same thing, \( -\beta < -a < \beta \) (see exercise 1.20(1)).

Thus, in the definitions above, the condition \( |f(x) - l| < \varepsilon \) can be replaced throughout by \( -\varepsilon < f(x) - l < \varepsilon \) or, alternatively, by \( -\varepsilon < l - f(x) < \varepsilon \).

Similarly, the condition \( 0 < |x - \xi| < \delta \) in the last definition is equivalent to the assertion \( -\delta < x - \xi < \delta \) and \( x \neq \xi \). Thus to say that \( 0 < |x - \xi| < \delta \) is to say that \( x \) satisfies one of the two inequalities \( \xi - \delta < x < \xi \) or \( \xi < x < \xi + \delta \).

With the help of the last remark it is easy to prove the following result.

8.4 Proposition Let \( f \) be defined on an interval \((a, b)\) except possibly at a point \( \xi \in (a, b) \). Then \( f(x) \to l \) as \( x \to \xi \) if and only if \( f(x) \to l \) as \( x \to \xi - \) and \( f(x) \to l \) as \( x \to \xi + \).
8.3 Example. Let \( f \) be the function from \( \mathbb{R} \) to itself defined by

\[
f(x) = \begin{cases} 
1 - x & (x \leq 1) \\
2x & (x > 1).
\end{cases}
\]

Then

\[
(i) \lim_{x \to 1^-} f(x) = 0 \quad (ii) \lim_{x \to 1^+} f(x) = 2.
\]

Note that it follows from proposition 8.4 that

\[
\lim_{x \to 1^-} f(x)
\]

does not exist even though \( f(1) \) is perfectly well defined (\( f(1) = 0 \)).

Proof. (i) \( f(x) \to 0 \) as \( x \to 1^- \). Given any \( \epsilon > 0 \) we must show how to find a \( \delta > 0 \) such that

\[
|f(x) - 0| < \epsilon
\]

provided that \( 1 - \delta < x < 1 \). Since we are only concerned with values of \( x \) satisfying \( x < 1 \), we can replace \( f(x) \) by \( 1 - x \). The condition \( |f(x) - 0| < \epsilon \) then becomes \( |1 - x| < \epsilon \) which is equivalent to \( -\epsilon < x - 1 < -\epsilon \). Adding 1 throughout, we see that \( |f(x) - 0| < \epsilon \) is the same as \( 1 - \epsilon < x < 1 + \epsilon \).

The problem is now reduced to the following. Given any \( \epsilon > 0 \), find a \( \delta > 0 \) such that

\[
1 - \epsilon < x < 1 + \epsilon
\]

provided that \( 1 - \delta < x < 1 \).

Obviously, the choice \( \delta = \epsilon \) suffices to make this true and this completes the proof that \( f(x) \to 0 \) as \( x \to 1^- \).

(ii) \( f(x) \to 2 \) as \( x \to 1^+ \). Given any \( \epsilon > 0 \), we must show how to find a \( \delta > 0 \) such that

\[
|f(x) - 2| < \epsilon
\]

provided that \( 1 < x < 1 + \delta \). Since we are only concerned with values of \( x \) satisfying \( x > 1 \), we can replace \( f(x) \) by \( 2x \). The condition \( |f(x) - 2| < \epsilon \) then becomes \( |2x - 2| < \epsilon \) which is equivalent to \( -\epsilon < 2(x - 1) < -\epsilon \). Thus

\[
|f(x) - 2| < \epsilon \quad \text{is the same as} \quad 1 - \frac{\epsilon}{2} < x < 1 + \frac{\epsilon}{2}.
\]

The problem is now reduced to the following. Given any \( \epsilon > 0 \), find a \( \delta > 0 \) such that

\[
1 - \frac{\epsilon}{2} < x < 1 + \frac{\epsilon}{2}
\]

provided that \( 1 < x < 1 + \delta \).

8.6 Continuity at a point

In the definition of \( f(x) \to l \) as \( x \to \xi \) given in §8.3, consideration of what happens when \( x \) actually equals \( \xi \) was carefully excluded. When taking limits we are only interested in the behaviour of \( f(x) \) as \( x \) tends to \( \xi \) not in what happens when \( x \) equals \( \xi \).

Thus it is quite possible for \( f(x) \) to tend to a limit \( l \) as \( x \) tends to \( \xi \) even though \( f(x) \) is not defined at the point \( \xi \) (see exercise 8.15(3) below). And, even if \( f(\xi) \) is defined, it is not necessarily true that \( l = f(\xi) \) (see exercise 8.15(2) below).

Having said this, we can now turn to the definition of continuity at a point.

Suppose that \( f \) is defined on an interval \((a, b)\) and \( \xi \in (a, b) \). Then we say that \( f \) is continuous at the point \( \xi \) if and only if

\[
f(x) \to f(\xi) \quad \text{as} \quad x \to \xi.
\]

Roughly speaking, to say that \( f \) is continuous at the point \( \xi \) means that the graph of \( f \) does not have a 'break' at the point \( \xi \).

If \( f \) is defined on an interval \((a, b)\) and \( f(x) \to f(b) \) as \( x \to b^- \), we say that \( f \) is continuous on the left at the point \( b \). If \( f \) is defined on an interval \([a, b)\) and \( f(x) \to f(a) \) as \( x \to a^+ \), then we say that \( f \) is continuous on the right at the point \( a \).

8.7 Example. For any real numbers \( a \) and \( \beta \), the function \( f \) defined by

\[
f(x) = ax + \beta
\]

is continuous at every real number \( \xi \).

Proof. Assume \( a \neq 0 \). (If \( a = 0 \), the proof is even easier.) Let \( \epsilon > 0 \) be given. Choose \( \delta = \epsilon/|a| \). Then, provided that \( |x - \xi| < \delta \),

\[
|f(x) - f(\xi)| = |a(x - \xi)| = |a||x - \xi| < |a|\delta = \epsilon.
\]
8.8 Connexion with convergent sequences

8.9 Theorem Let \( f \) be defined on \((a, b)\) except possibly for \( \xi \in (a, b)\). Then \( f(x) \to l \) as \( x \to \xi \) if and only if, for each sequence \( (x_n) \) of points of \((a, b)\) such that \( x_n \neq \xi \) \((n = 1, 2, \ldots)\) and \( x_n \to \xi \) as \( n \to \infty \), it is true that \( f(x_n) \to l \) as \( n \to \infty \).

Proof (i) Suppose first that \( f(x) \to l \) as \( x \to \xi \). Let \( \varepsilon > 0 \) be given. Then we can find a \( \delta > 0 \) such that \( |f(x) - l| < \varepsilon \) provided that \( 0 < |x - \xi| < \delta \). Now suppose that \( (x_n) \) is a sequence of points of \((a, b)\) such that \( x_n \neq \xi \) \((n = 1, 2, \ldots)\) and \( x_n \to \xi \) as \( n \to \infty \). Since \( \delta > 0 \) we can find a \( N \) such that for any \( n > N \),

\[
|x_n - \xi| < \delta.
\]

But since \( x_n \neq \xi \), \( |x_n - \xi| > 0 \) and so \( 0 < |x_n - \xi| < \delta \). This implies that

\[
|f(x_n) - l| < \varepsilon.
\]

Given any \( \varepsilon > 0 \), we have found a \( N \) such that, for any \( n > N \),

\[
|f(x_n) - l| < \varepsilon.
\]

Thus \( f(x_n) \to l \) as \( n \to \infty \).

(ii) Now suppose that, for each sequence \( (x_n) \) of points of \((a, b)\) such that \( x_n \neq \xi \) \((n = 1, 2, \ldots)\) and \( x_n \to \xi \) as \( n \to \infty \), it is true that \( f(x_n) \to l \) as \( n \to \infty \). We now suppose that it is not true that \( f(x) \to l \) as \( x \to \xi \) and seek a contradiction.

If it is not true that \( f(x) \to l \) as \( x \to \xi \) then, for some \( \varepsilon > 0 \), it must be true that for each value of \( \delta > 0 \) we can find an \( x \) satisfying

\[
0 < |x - \xi| < \delta
\]

such that

\[
|f(x) - l| \geq \varepsilon.
\]

In particular, if \( \delta = 1/n \), then we can find an \( x_n \) satisfying

\[
0 < |x_n - \xi| < 1/n
\]

such that

\[
|f(x_n) - l| \geq \varepsilon.
\]

But then \( (x_n) \) is a sequence of points of \((a, b)\) such that \( x_n \neq \xi \) \((n = 1, 2, \ldots)\) and \( x_n \to \xi \) as \( n \to \infty \) but for which it is not true that \( f(x_n) \to l \) as \( n \to \infty \). This contradicts our assumption above.

Similar results to theorem 8.9 hold for convergence from the left or right. For example, \( f(x) \to l \) as \( x \to a - \) if and only if, for each sequence \( (x_n) \) of points of \((a, b)\) such that \( x_n \to a - \) as \( n \to \infty \), it is true that \( f(x_n) \to l \) as \( n \to \infty \).
8.14 Proposition (sandwich theorem) Let \( f, g \) and \( h \) be defined on \((a, b)\) except possibly at \( x = \xi \). Suppose that \( g(x) \to l \) as \( x \to \xi \), \( h(x) \to l \) as \( x \to \xi \) and that

\[
g(x) < f(x) < h(x)
\]

except possibly when \( x = \xi \). Then \( f(x) \to l \) as \( x \to \xi \).

Note The analogues of propositions 8.12 and 8.14 for convergence from the left or right are both true.

8.15 Exercise

(1) Calculate the following limits

\[
\begin{align*}
(1) \lim_{x \to 1} \frac{x^2 + 4}{x^2 - 4} & \quad (II) \lim_{x \to 0} \left( \frac{x^2 + 5x^4 + 9}{3x^2 + 7} \right)
\end{align*}
\]

(2) Let \( f: \mathbb{R} \to \mathbb{R} \) be defined by

\[
f(x) = \begin{cases} 
2 - x & (x > 1) \\
1 & (x = 1) \\
2x & (x < 1).
\end{cases}
\]

Show that \( f(x) \to 2 \) as \( x \to 1 \) and \( f(x) \to 2 \) as \( x \to 1 + \) using only the definitions of §8.1 and §8.2. Deduce that the limit

\[
\lim_{x \to 1} f(x)
\]

exists but is not equal to \( f(1) \). Draw a graph.

(3) Let \( f \) be defined for all \( x \) except \( x = 0 \) by

\[
f(x) = \frac{(1 + x)^2 - 1}{x} \quad (x \neq 0).
\]

Prove that \( f(x) \to 2 \) as \( x \to 0 \) even though \( f(0) \) is not defined.

(4) Use the definition to show that \( |x - \xi| \to 0 \) as \( x \to \xi \). A function \( f \) is defined on an open interval which contains \( \xi \) and, for each \( x \) in this interval, \( f(x) \) lies between \( \xi \) and \( x \). Prove that \( f(x) \to \xi \) as \( x \to \xi \).

(5) Let \( n \in \mathbb{N} \). Prove that the function \( f: [0, \infty) \to \mathbb{R} \) defined by

\[
f(x) = x^{1/n} \quad (x \geq 0)
\]

is continuous at each \( \xi > 0 \) and continuous on the right at 0. [Hint: Use the sandwich theorem and exercise 3.11(2) to prove that \( f \) is continuous at \( \xi > 0 \). For continuity on the right at 0, appeal to the definition of \( f(x) \to 0 \) as \( x \to 0 \).]

(6) Suppose that \( f(x) \to l \) as \( x \to \xi \). If \( l > 0 \), show that, for some \( h > 0 \),

8.16 Limits of composite functions

Suppose that \( f(y) \to l \) as \( x \to \eta \) and that \( g(x) \to \eta \) as \( x \to \xi \). It is tempting to write \( y = g(x) \) and conclude that

\[
f(g(x)) \to l \quad \text{as} \quad x \to \xi.
\]

But some care is necessary. Consider, for example, the functions \( f: \mathbb{R} \to \mathbb{R} \) and \( g: \mathbb{R} \to \mathbb{R} \) defined by

\[
f(y) = \begin{cases} 
3 & (y = 1) \\
2 & (y \neq 1)
\end{cases} \quad g(x) = 1
\]

Then \( f(y) \to 2 \) as \( y \to 1 \) and \( g(x) \to 1 \) as \( x \to 0 \). But it is not true that \( f(g(x)) \to 2 \) as \( x \to 0 \) because, for all values of \( x \), \( f(g(x)) = f(1) = 3 \).

8.17 Theorem Suppose that \( f(y) \to l \) as \( x \to \eta \) and that \( g(x) \to \eta \) as \( x \to \xi \). Then either of the two conditions below is sufficient to ensure that

\[
f(g(x)) \to l \quad \text{as} \quad x \to \xi.
\]

(i) \( f \) is continuous at \( \eta \) (i.e. \( l = f(\eta) \)).

(ii) For some open interval \( I \) containing \( \xi \), it is true that \( g(x) \neq \eta \) for any \( x \in I \), except possibly \( x = \xi \).

Proof Let \( \varepsilon > 0 \) be given. Since \( f(y) \to l \) as \( y \to \eta \), we can find a \( \Delta > 0 \) such that \( |f(y) - l| < \varepsilon \) provided that \( 0 < |y - \eta| < \Delta \).

Writing \( y = g(x) \), we obtain

\[
|f(g(x)) - l| < \varepsilon
\]

provided that

\[
0 < |g(x) - \eta| < \Delta
\]

But \( g(x) \to \eta \) as \( x \to \xi \) and \( \Delta > 0 \). Hence we can find a \( \delta > 0 \) such that

\[
|g(x) - \eta| < \Delta
\]

provided that

\[
0 < |x - \xi| < \delta
\]

We would now like to say that (4) implies (3), which implies (2), which in turn, implies (1). This would complete the proof. But notice that (3) does not
imply (2) in general. We therefore need to use one of the hypotheses (i) or (ii) of the theorem.

If we assume that $f$ is continuous at $\eta$, then $l = f(\eta)$ and so $|f(y) - l| < \varepsilon$ even when $y = \eta$ (see the remarks at the end of example 8.7). Thus, in this case, we may replace condition (2) by condition (3) and the argument described above goes through.

If instead we assume hypothesis (ii), then we can be sure that $\eta$ provided that $x$ satisfies (4) for a sufficiently small value of $\delta > 0$. But then condition (3) can be replaced by condition (2) and the argument goes through again.

8.18 Divergence

We write down two sample definitions. The reader will have little difficulty in supplying the definitions in other cases.

We say that $f(x) \to +\infty$ as $x \to +\infty$ if, given any $H > 0$, we can find a $\delta > 0$ such that

$$f(x) > H$$

provided that $\xi < x < \xi + \delta$.

We say that $f(x) \to l$ as $x \to -\infty$ if, given any $\varepsilon > 0$, we can find an $X$ such that

$$|f(x) - l| < \varepsilon$$

provided that $x < X$.

8.19 Example Prove that $x^{-1} \to +\infty$ as $x \to 0^+$. 
Proof Let $H > 0$ be given. We have to find a $\delta > 0$ such that

$$\frac{1}{x} > H$$

provided that $0 < x < \delta$. Obviously the choice $\delta = H^{-1}$ satisfies the requirement.

8.20 Exercise

(1) Prove the following
(i) $x^{-1} \to -\infty$ as $x \to 0^-$
(ii) $x^2 \to +\infty$ as $x \to +\infty$.
(2) Suppose that $f(y) \to l$ as $y \to +\infty$ and $g(x) \to +\infty$ as $x \to +\infty$. Prove that $f(g(x)) \to l$ as $x \to +\infty$. Explain why the difficulties encountered in theorem 8.17 do not occur in this case.
(3) Suppose that $f(y) \to l$ as $y \to 0^+$. Prove that $f(x^{-1}) \to l$ as $x \to +\infty$.
(4) Suppose that $f$ is defined on $(a, b)$ except possibly for $x = a$. Let $(x_n)$ be a sequence of points of $(a, b)$ such that $x_n \neq a$, $n = 1, 2, \ldots$ and $x_n \to a$ as $n \to \infty$. Let $(y_n)$ be a sequence with the same properties. If $l \neq m$ and $f(x_n) \to l$ as $n \to \infty$ but $f(y_n) \to m$ as $n \to \infty$, show that

$$\lim_{x \to a} f(x)$$

does not exist. [Hint: theorem 8.9]

(5) Let $f: \mathbb{R} \to \mathbb{R}$ be defined by

$$f(x) = \begin{cases} 1 & (x \text{ rational}) \\ 0 & (x \text{ irrational}) \end{cases}$$

Show that

$$\lim_{x \to 0} f(x)$$

does not exist.

(6) If $f$ is defined as in the previous question, prove that

$$\lim_{x \to 0} \{x f(x)\} = 0.$$
CONTINUITY

9.1 Continuity on an interval

A function $f$ is continuous at a point $c$ if and only if $f(x) \to f(c)$ as $x \to c$ (see §8.6). Geometrically, this means that the graph of $f$ does not have a 'break' or 'jump' above the point $c$.

To say that $f$ is continuous on an interval $I$ should mean that its graph is unbroken above the interval $I$, i.e., that we can draw the part of the graph which lies above $I$ without lifting our pencil from the paper.

A precise mathematical definition is required. This depends on the type of interval in question.

A function $f$ is continuous on an open interval $(a, b)$ if and only if it is continuous at each point of $(a, b)$.

Where an endpoint of an interval belongs to the interval, a slightly more complicated definition is required. The most important case is that of a compact interval $[a, b]$.

A function $f$ is continuous on a compact interval $[a, b]$ if and only if it is continuous at each point of $(a, b)$ and continuous on the right at $a$ and on the left at $b$.

9.2 Examples

(i) All polynomials are continuous on every interval. All rational functions are continuous on any interval not containing a zero of the denominator (theorem 8.13).

(ii) Let $f: (0, \infty) \to \mathbb{R}$ be defined by $f(x) = \frac{1}{x}$. Then $f$ is continuous on the interval $(0, \infty)$ because it is continuous at each point $x$ satisfying $x > 0$.

(iii) Let $f: \mathbb{R} \to \mathbb{R}$ be defined by

$$f(x) = \begin{cases} 
  x^2 & (x \leq 1) \\
  3/2 & (x > 1).
\end{cases}$$

Then $f$ is continuous at every point except $x = 1$. But $f$ is continuous on the left at $x = 1$ and thus $f$ is continuous on the interval $[0, 1]$. It is not continuous on $[1, 2]$.

9.3 Proposition Let $f$ be defined on an interval $I$. Then $f$ is continuous on $I$ if and only if, given any $x \in I$ and any $\epsilon > 0$, we can find a $\delta > 0$ such that

$$|f(x) - f(y)| < \epsilon$$

provided that $y \in I$ and satisfies $|x - y| < \delta$. 

Note that, in both diagrams, the graph of $f$ is unbroken above the interval in question.

In general, a function $f$ is continuous on an interval $I$ provided that:

(i) it is continuous at each point of $I$ which is not an endpoint;

(ii) it is continuous on the right at the left hand endpoint of $I$, if this exists and belongs to $I$;

(iii) it is continuous on the left at the right hand endpoint of $I$, if this exists and belongs to $I$. 
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9.4 **Proposition** Let \( \lambda \) and \( \mu \) be real numbers and suppose that the functions \( f \) and \( g \) are continuous on an interval \( I \). Then so are the functions

(i) \( \lambda f + \mu g \)
(ii) \( fg \)
(iii) \( f/g \) (provided \( g(x) \neq 0 \) for any \( x \in I \)).

9.5 **Proposition** Let \( g : I \to J \) be continuous on the interval \( I \) and let \( f : J \to \mathbb{R} \) be continuous on the interval \( J \). Then \( f \circ g \) is continuous on \( I \).

9.6 **Proposition** Let \( f \) be continuous on the interval \( I \). If \( \xi \in I \) and \( \{x_n\} \) is a sequence of points of \( J \) such that \( x_n \to \xi \) as \( n \to \infty \), then

\[ f(x_n) \to f(\xi) \text{ as } n \to \infty. \]

These four propositions are easily proved. The first is proved by an appeal to the limit definitions of \( \S 8.1, 8.2 \) and \( 8.3 \). The second follows from proposition \( 8.2 \), the third from theorem \( 8.17 \) and the fourth from theorem \( 8.9 \). The last of these results can be remembered in the form

\[ \lim_{n \to \infty} f(x_n) = f(\lim_{n \to \infty} x_n) \]

i.e. for a **continuous** function the limit and function symbols can be validly exchanged. (We say that the symbols 'commute'.)

9.7 **Continuity property**

We now come to a theorem which may seem so obvious as to be hardly worth mentioning. It is, however, of a fundamental importance comparable to that of the Continuum Property of \( \S 2.2 \) and will serve as a foundation stone in our development of the calculus in the next few chapters.

9.8 **Theorem (continuity property)**

Let \( f \) be continuous on a compact interval \([a, b]\). Then the image of \([a, b]\) under \( f \) is also a compact interval.

9.9 **Theorem** Let \( f \) be continuous on an interval \( I \). Then the image of \( I \) under \( f \) is also an interval.

**Proof** To show that \( J = f(I) = \{ f(x) : x \in I \} \) is an interval, we need to show that, if \( y_1 \) and \( y_2 \) are elements of \( J \) and \( y_1 \leq \lambda \leq y_2 \), then \( \lambda \in J \) (see \( \S 2.9 \)).

Since \( y_1 \in J \) and \( y_2 \in J \), the subsets of \( J \) defined by

\[ S = \{ x : f(x) < \lambda \}, \quad T = \{ x : f(x) > \lambda \} \]

are non-empty. Also, every point of the interval \( I \) belongs to one or other of these sets. It follows that a point of one of the sets is at zero distance from the other (exercise 2.13(6)). Suppose that \( s \in S \) is at zero distance from \( T \). Then a sequence \( \{t_n\} \) of points of \( T \) can be found such that \( t_n \to s \) as \( n \to \infty \) (exercise 4.29(6)). Since \( f \) is continuous on \( I \), it follows that \( f(t_n) \to f(s) \) as \( n \to \infty \) (proposition 9.6). But

\[ f(t_n) > \lambda \quad (n = 1, 2, \ldots) \]

and therefore \( f(s) > \lambda \) (theorem 4.23). We already know that \( f(s) < \lambda \) and so it follows that \( f(s) = \lambda \). Hence \( \lambda \in J \).

A similar argument applies if a point of \( T \) is at zero distance from \( S \).

9.10 **Corollary (intermediate value theorem)** Let \( f \) be continuous on an interval \( I \) containing \( a \) and \( b \). If \( \lambda \) lies between \( f(a) \) and \( f(b) \), then we can find a \( \xi \) between \( a \) and \( b \) such that \( \lambda = f(\xi) \).

9.11 **Theorem** Let \( f \) be continuous on the compact interval \([a, b]\). Then \( f \) is bounded on \([a, b]\).

**Proof** Suppose that \( f \) is unbounded on \([a, b]\). Then we can find a
sequence \( x_n \) of points of \([a, b]\) such that
\[
|f(x_n)| \to +\infty \text{ as } n \to \infty
\]  
(1)
(see exercise 4.29(6)). Since \([a, b]\) is compact, there exists a subsequence \( (x_{n_k}) \)
which converges to a point \( \xi \in [a, b] \) by the Bolzano–Weierstrass theorem
(see exercise 5.21(4)). Because \( f \) is continuous on \([a, b]\), \( f(x_{n_k}) \to f(\xi) \) as \( r \to \infty \)
(proposition 9.6). But this contradicts (1).

9.12 **Theorem** Let \( f \) be continuous on the compact interval \([a, b]\). Then \( f \)
achieves a maximum value \( d \) and a minimum value \( c \) on \([a, b]\).

**Proof** We know from the previous theorem that \( f \) is bounded on \([a, b]\).
Let \( d \) be the supremum of \( f \) on \([a, b]\) and consider a sequence \( (x_n) \)
of points of \([a, b]\) such that \( f(x_n) \to d \) as \( n \to \infty \) (see exercise 4.29(6)). Since \([a, b]\) is compact,
\( (x_n) \) contains a subsequence \( (x_{n_k}) \) which converges to a point \( \xi \in [a, b] \).
Because \( f \) is continuous on \([a, b]\), it follows that \( f(x_{n_k}) \to f(\xi) \) as \( r \to \infty \). Hence
\( f(\xi) = d \) and thus the supremum \( d \) is actually a maximum.

A similar argument shows the infimum to be a minimum.

9.13 **Example** The function \( f : \mathbb{R} \to \mathbb{R} \) defined by
\[
f(x) = \begin{cases} 
5 & (x \geq 1) \\
2 & (x < 1)
\end{cases}
\]
is not continuous on \([0, 2]\). Observe that \( 2 = f(0) < 4 < f(2) = 5 \) but there is
no value of \( \xi \) between 0 and 2 such that \( f(\xi) = 4 \). Note that, for \( \lambda \) satisfying
\( 2 < \lambda < 5 \),
\[
\{ x : f(x) < \lambda \} = \{ 2 \}; \quad \{ x : f(x) \geq \lambda \} = \{ 5 \}.
\]

9.14 **Example** The function \( f : \mathbb{R} \to \mathbb{R} \) defined by \( f(x) = 1/x \) is continuous on the open interval \((0, 1)\) but is not bounded on \((0, 1)\). The function
\( g : \mathbb{R} \to \mathbb{R} \) defined by \( g(x) = x \) is continuous everywhere and happens to be bounded on the open interval \((0, 1)\). But \( g \) does not attain a maximum value or a minimum value on \((0, 1)\).

9.15 **Example** Show that the equation
\[
17x^3 - 19x^2 - 1 = 0
\]
has a solution \( \xi \) which satisfies \(-1 < \xi < 0\).

**Proof** The function \( f : \mathbb{R} \to \mathbb{R} \) defined by \( f(x) = 17x^3 - 19x^2 - 1 \) is a polynomial and hence is continuous everywhere. In particular it is continuous on \([-1, 0]\). Now \( f(-1) = 1 \) and \( f(0) = -1 \). Since \(-1 < 0 < 1\), it follows from

9.16 **Example** Let \( [a, b] \to [a, b] \) be continuous on \([a, b]\). Then, for some \( \xi \in [a, b]\),
\[
f(\xi) = \xi.
\]
Thus a continuous function from a compact interval to itself 'fixes' some
point of the interval. (This is the one-dimensional version of Brouwer's fixed
ext point theorem.)

**Proof** The image of \([a, b]\) is a subset of \([a, b]\). Thus \( f(a) \geq a \) and \( f(b) \leq b \). The function \( g : [a, b] \to \mathbb{R} \) defined by \( g(x) = f(x) - x \) is continuous on \([a, b]\) by proposition 9.4. But \( g(a) \geq 0 \) and \( g(b) \leq 0 \). By corollary 9.10, for some \( \xi \in [a, b] \) it is true that \( g(\xi) = 0 \). Thus \( f(\xi) = \xi \).

9.17 **Exercise**
(i) Each of the following expressions defines a function on \((-2, 2)\).
Decide in each case whether or not the function is continuous on \((-2, 2)\) and \((0, 1)\). In each case draw a graph.

\[
\text{(i) } f(x) = \begin{cases} 
2x + 3 & (2x - 5) \\
\end{cases}
\]

\[
\text{(ii) } f(x) = |x - 1|
\]
(iii) \( f(x) = \begin{cases} 
1 & (x < 1) \\
2 & (x \geq 1) 
\end{cases} \)

(iv) \( f(x) = \begin{cases} 
1 & (0 \leq x < 1) \\
0 & (\text{otherwise}) 
\end{cases} \)

(v) \( f(x) = \frac{x^2 + 4}{x^2 - 4} \)

(vi) \( f(x) = \begin{cases} 
x(x - 1) & (0 < x < 1) \\
0 & (\text{otherwise}) 
\end{cases} \)

Which of these functions are bounded on \((-2, 2)\)? Which attain a maximum on \((-2, 2)\)? Which attain a minimum on \((-2, 2)\)?

(2) A function \( f \) is continuous on an interval \( I \) and for each rational number \( r \in I \) it is true that

\[ f(r) = r^2. \]

Prove that \( f(x) = x^2 \) for any \( x \in I \). [Hint: proposition 9.6.]

(3) Show that all polynomials of odd degree have at least one (real) root.

(4) Suppose that \( f \) is continuous at every point and that \( f(x) \to 0 \) as \( x \to +\infty \) and \( f(x) \to 0 \) as \( x \to -\infty \). Prove that \( f \) attains a maximum value or a minimum value on the set \( \mathbb{R} \).

(5) Let \( f \) be continuous on the compact interval \( I \). Suppose that, for each \( x \in I \), there exists a \( y \in I \) such that

\[ |f(y)| \leq \frac{1}{2} |f(x)|. \]

Prove the existence of a \( \xi \in I \) for which \( f(\xi) = 0 \). [Hint: Bolzano–Weierstrass theorem.]

(6) Let \( I \) be a closed interval and let \( 0 < \alpha < 1 \). Let \( f: I \to I \) satisfy the inequality

\[ |f(x) - f(y)| \leq \alpha |x - y| \]

for each \( x \in I \) and \( y \in I \). (Such a function is called a contraction mapping.) Prove that \( f \) is continuous on \( I \).

Let \( x_1 \in I \) and define \( x_{n+1} = f(x_n) \) \((n = 1, 2, \ldots)\). Prove that the sequence \( (x_n) \) converges and that its limit \( l \) satisfies \( l = f(l) \). [Hint: exercise 5.21(1).]

\section*{10 DIFFERENTIATION}

\subsection*{10.1 Derivatives}

Suppose that \( f \) is defined on an open interval \( I \) containing the point \( \xi \). Then \( f \) is said to be \textit{differentiable} at the point \( \xi \) if and only if the limit

\[ \lim_{x \to \xi} \frac{f(x) - f(\xi)}{x - \xi} \]

exists. If the limit exists, it is called the \textit{derivative} of \( f \) at the point \( \xi \) and denoted by \( f'(\xi) \) or \( Df(\xi) \).

For a function \( f \) which is differentiable at \( \xi \) we therefore have

\[ f'(\xi) = \lim_{x \to \xi} \frac{f(x) - f(\xi)}{x - \xi}. \]

Equivalently, we may write

\[ f'(\xi) = \lim_{h \to 0} \frac{f(\xi + h) - f(\xi)}{h}. \]

From an intuitive point of view, to say that a function \( f \) is differentiable at \( \xi \) means that a tangent can be drawn to the curve \( y = f(x) \) where \( x = \xi \). The slope or gradient of this tangent is then equal to \( f'(\xi) \). This geometric interpretation is based on the diagram below.

[Diagram showing the tangent to the curve \( y = f(x) \) at \( x = \xi \).]
In order that the line $y = f(\xi) + l(x - \xi)$ be tangent to $y = f(x)$ where $x = \xi$, we require that the slope of the chord $PQ$ approach the slope $l$ of this line as $x \to \xi$. The slope of the chord $PQ$ is

$$
\frac{QR}{PR} = \frac{f(x) - f(\xi)}{x - \xi}
$$

and hence our requirement reduces to

$$
\lim_{x \to \xi} \frac{f(x) - f(\xi)}{x - \xi} = l
$$

as in the definition of differentiability.

(Note: It follows immediately from our definition that a function $f$ is differentiable at $\xi$ if and only if there exists an $l$ such that

$$
f(\xi + h) - f(\xi) - lh = o(h) \quad (h \to 0).
$$

Here $o(h)$ denotes a quantity which tends to zero when divided by $h$. This form of the definition lends itself more readily to generalisation.)

## 10.2 Higher derivatives

If $f$ is differentiable at each point of an open interval $I$, we say that $f$ is differentiable on $I$. In this case it is natural to define $f'$ or $Df$ to be the function from $I$ to $\mathbb{R}$ whose value at each point $x \in I$ is $f'(x)$. We can then define the second derivative $f''(x)$ or $D^2f(\xi)$ at the point $\xi$ by

$$
f''(\xi) = \lim_{x \to \xi} \frac{f'(x) - f'(\xi)}{x - \xi}
$$

provided that the limit exists. Similarly for third derivatives and so on.

## 10.3 Examples

(i) Let $f : \mathbb{R} \to \mathbb{R}$ be defined by $f(x) = x^2$. Then

$$
f'(x) = 2x
$$

for all values of $x$.

**Proof** We have

$$
f(x + h) - f(x) = \frac{(x + h)^2 - x^2}{h} = \frac{2xh + h^2}{h} = 2x + h - 2x = h
$$

(2) Let $f : (0, \infty) \to \mathbb{R}$ be defined by $f(x) = \frac{1}{x}$ $(x > 0)$. Then

$$
f'(x) = D \frac{1}{x} = -\frac{1}{x^2}
$$

for all values of $x > 0$.

**Proof** We have

$$
\frac{f(x + h) - f(x)}{h} = \frac{1}{h} \left( \frac{1}{x + h} - \frac{1}{x} \right) = \frac{1}{h} \left( \frac{-h}{x(x + h)} \right) = \frac{1}{x(x + h)} \to \frac{1}{x^2} \text{ as } h \to 0.
$$

## 10.4 More notation

We shall avoid the notation introduced in this section because, when using this notation, it is difficult to make statements with a precision adequate for our purposes. In many applications, however, it is unnecessary to maintain this level of precision. In such cases, the notation described below can be a very useful and powerful tool and it would be pedantic to deny oneself the use of it.

Replace $x$ and $h$ by $x \Delta x$ in formula (1) of §10.1. Then

$$
f'(x) = D \frac{1}{x} = \lim_{h \to 0} \frac{f(x + \Delta x) - f(x)}{\Delta x}
$$

If $y = f(x)$, the quantity $\Delta y = f(x + \Delta x) - f(x)$ is usually said to be the "small change in $y$ consequent on the small change $\Delta x$ in $x$".

From formula (3) it is only a short step to the much used (and commonly abused) notation

$$
f'(x) = \frac{dy}{dx}.
$$

This notation has the drawback that it uses the symbol $x$ ambiguously. It is used simultaneously as the point at which the derivative is to be evaluated and the variable with respect to which one is differentiating. In applications where this distinction is unimportant, the ambiguity creates no problems. But, for the material of this book, the distinction is important.

Further confusion is possible when "differentials" are introduced. The differential $df$ of a function $f$ may be regarded as the function of two variables given by

$$
df(x; h) = f'(x)h.
$$

Formula (2) can then be rewritten as
Differentiation

\[ f(x + h) - f(x) - df(x; h) = o(h) \quad (h \to 0) \]  \hspace{1cm} (5)

provided that \( f \) is differentiable at \( x \).

For a fixed value of \( x \), the equation

\[ k = df(x; h) = f'(x)h \]  \hspace{1cm} (6)

is the equation of a straight line. If the \( h \) and \( k \) axes are drawn as below, (6) is the equation of the tangent to the graph of the function \( f \) at the point \( x \).

The reader may justifiably feel that little or nothing has been added to our understanding by the introduction of the idea of a differential, the idea being more useful when functions of several variables are being considered. Our only reason for discussing differentials is to explain the meaning of the equation

\[ dy = f'(x) \, dx. \]  \hspace{1cm} (7)

This is simply equation (6) with the variable \( h \) replaced by \( dx \) and the variable \( k \) replaced by \( dy \). Thus \( dx \) and \( dy \) should be thought of as variables. The reason one chooses this notation is to make the formula

\[ dy = \frac{dy}{dx} \]  \hspace{1cm} (7)

a valid one.

It is false that \( dy \) denotes 'the small change in \( y \) consequent on a small change \( dx \) in \( x \)'. Formula (5) tells us that this is nearly true for small values of \( dx \) but it will only be exactly true for functions \( f \) with a straight line graph. Should it be necessary to discuss small changes in \( x \) and \( y \), the notation \( \delta x \) and \( \delta y \) is available and one can say that \( \delta y \) is approximately equal to \( f'(x) \delta x \).

Even more false (if that is possible) is the idea that \( dy \) and \( dx \) are somehow 'infinitesimal quantities' obtained by allowing \( \delta x \) and \( \delta y \) to tend to zero. One would then regard

\[ \frac{dy}{dx} \]  \hspace{1cm} (7)

as the quotient of these quantities and abandon all the apparatus of limits. This metaphysical notion is admittedly an attractive one and it is on this idea that Newton based his 'Theory of Fluxions'. Unfortunately it cannot stand up to close logical scrutiny.

(Note: A common error is to confuse the terms derivative and differential. A derivative is sometimes referred to as a 'differential coefficient' (because of (7) above) but should not be called a differential.)

### 10.5 Properties of differentiable functions

**Theorem** Let \( f \) be defined on an open interval \( I \) which contains the point \( \xi \). If \( f \) is differentiable at \( \xi \), then \( f \) is continuous at \( \xi \).

\[ f(x) - f(\xi) = \frac{f(x) - f(\xi)}{x - \xi} \cdot (x - \xi) \to f'(\xi) \cdot 0 \text{ as } x \to \xi. \]

Hence \( f(x) \to f(\xi) \) as \( x \to \xi \) and the proof is complete.

**Example** Let \( f: \mathbb{R} \to \mathbb{R} \) be defined by

\[ f(x) = \begin{cases} 1 & (x \geq 1) \\ -1 & (x < 1). \end{cases} \]

We can see immediately that \( f \) is not differentiable at the point 1 because it is not continuous there.

**Example** Let \( f: \mathbb{R} \to \mathbb{R} \) be defined by

\[ f(x) = \begin{cases} x & (x \geq 1) \\ x^2 & (x < 1). \end{cases} \]

Then \( f \) is continuous at 1 but not differentiable (The graph has a 'corner').

We have

\[ \lim_{h \to 0^+} \frac{f(1+h) - f(1)}{h} = \lim_{h \to 0^+} \frac{(1+h)-1}{h} = 1 \]

\[ \lim_{h \to 0^-} \frac{f(1+h) - f(1)}{h} = \lim_{h \to 0^-} \frac{(1+h)^2-1}{h} = 2. \]

Thus the converse of theorem 10.6 is false.
10.9 Theorem Suppose that \( f \) and \( g \) are defined on an open interval \( I \) containing the point \( \xi \). Let \( \lambda \) and \( \mu \) be any real numbers. Then, if \( f \) and \( g \) are differentiable at \( \xi \),

(i) \( D(\lambda f + \mu g) = \lambda Df + \mu Dg \)

(ii) \( D(\xi g) = fDg + gDf \)

(iii) \( D \left( \frac{gDf - fDg}{g^2} \right) \) (provided \( g(\xi) \neq 0 \))

at the point \( \xi \).

Proof

(i) \( \frac{1}{h} \{ \lambda f(\xi + h) + \mu g(\xi + h) - \lambda f(\xi) - \mu g(\xi) \} \)

\[ = \lambda \left\{ \frac{f(\xi + h) - f(\xi)}{h} \right\} + \mu \left\{ \frac{g(\xi + h) - g(\xi)}{h} \right\} \]

\[ = \lambda f'(\xi) + \mu g'(\xi) \text{ as } h \to 0. \]

(ii) \( \frac{f(\xi + h)g(\xi + h) - f(\xi)g(\xi)}{h} \)

\[ = \frac{1}{h} \left\{ f(\xi + h)g(\xi) + f(\xi)g(\xi + h) - f(\xi)g(\xi) - f(\xi)g(\xi) \right\} \]

\[ = g(\xi) \frac{f(\xi + h) - f(\xi)}{h} + f(\xi) \frac{g(\xi + h) - g(\xi)}{h} \]

\[ = g(\xi)f'(\xi) + f(\xi)g'(\xi) \text{ as } h \to 0. \]

(Note that \( g(\xi + h) \to g(\xi) \) as \( h \to 0 \) because, by theorem 10.6, \( g \) is continuous at \( \xi \).)

(iii) \( \frac{1}{g(\xi)} \left[ g(\xi) \frac{f(\xi + h) - f(\xi)}{h} - f(\xi) \frac{g(\xi + h) - g(\xi)}{h} \right] \)

\[ = \frac{1}{g(\xi)^2} \left[ g(\xi)f'(\xi) - f(\xi)g'(\xi) \right] \text{ as } h \to 0. \]

\[ \frac{1}{g(\xi)} \frac{g(\xi)h}{g(\xi + h)g(\xi)} \]

\[ = \frac{1}{h} \left( \frac{g(\xi)}{g(\xi + h)g(\xi)} \right) \left[ g(\xi)f'(\xi) - f(\xi)g'(\xi) \right] \text{ as } h \to 0. \]

10.10 Example If \( n \) is a natural number, then, for any \( x \),

\( Dx^n = nx^{n-1} \).

Proof This is obvious when \( n = 1 \) since

\( \frac{(x + h) - x}{h} = 1 \) as \( h \to 0. \)

Now assume its truth when \( n = k \). Thus \( Dx^k = kx^{k-1} \). Using theorem 10.9(ii),

\[ D(x^{k+1}) = D(x^k \cdot x) = x^k \cdot 1 + x \cdot kx^{k-1} = (k + 1)x^k \]

and the result follows by induction.

10.11 Exercise

(1) Prove that, for any \( x \),

\[ D \left( \frac{1}{1 + x^2} \right) = -\frac{2x}{(1 + x^2)^2}. \]

(2) If \( n \) is a negative integer and \( x \neq 0 \), prove that \( D x^n = nx^{n-1} \).

(3) Let \( f : \mathbb{R} \to \mathbb{R} \) be defined by

\[ f(x) = \begin{cases} 2x & (x \geq 1) \\ x^2 & (x < 1) \end{cases}. \]

Prove that \( f \) is differentiable at the point 1 and has derivative 2.

Let \( g : \mathbb{R} \to \mathbb{R} \) be defined by \( g(x) = |x| \). Prove that \( g \) is not differentiable at the point 0. [Hint: Consider the right and left hand limits separately.]

(4) A polynomial \( P \) of degree \( n \) has the property that \( P(\xi) = 0 \) and \( P'(\xi) = 0 \). Prove that

\[ P(x) = (x - \xi)^2 Q(x) \]

for all \( x \), where \( Q(x) \) is a polynomial of degree \( n - 2 \). (See exercise 3.11(3).)

(5) Let \( f : \mathbb{R} \to \mathbb{R} \) be \( n \) times differentiable at the point \( \xi \). Show that the "Taylor polynomial" \( P \) defined by

\[ P(x) = f(\xi) + \frac{(x - \xi)}{1!} f'(\xi) + \frac{(x - \xi)^2}{2!} f''(\xi) + \ldots + \frac{(x - \xi)^{n-1}}{(n-1)!} f^{(n-1)}(\xi) \]

has the property \( P^{(k)}(\xi) = f^{(k)}(\xi) \) \( (k = 0, 1, 2, \ldots, n - 1) \). (Note that \( f^{(k)}(\xi) \) denotes the derivative of order \( k \) at the point \( \xi \).)

(6) Let \( f \) and \( g \) be \( n \) times differentiable at the point \( \xi \). Prove "Leibniz's rule."

i.e. \( D^n(fg) = \sum_{j=0}^{n} \binom{n}{j} D^j f D^{n-j} g \)

at the point \( \xi \). [Hint: Recall the proof of the binomial theorem.]
10.12 Composite functions
The next theorem is usually remembered in the form
\[
\frac{dz}{dx} = \frac{dz}{dy} \cdot \frac{dy}{dx}.
\]

10.13 Theorem Suppose that \( g \) is differentiable at the point \( x \) and that \( f \) is differentiable at the point \( y = g(x) \). Then
\[
(f \circ g)'(x) = f'(y)g'(x).
\]

Proof Recall that \( f \circ g(x) = f(g(x)) \). We therefore have to consider
\[
\frac{f(g(x+h)) - f(g(x))}{h} = \frac{f(g(x+h)) - f(g(x))}{g(x+h) - g(x)} \cdot \frac{g(x+h) - g(x)}{h}.
\]
Write \( k = g(x+h) - g(x) \). Since \( g \) is differentiable at \( x \), it is continuous there and so \( k \to 0 \) as \( h \to 0 \). Suppose that \( k \neq 0 \). Then
\[
\frac{f(g(x+h)) - f(g(x))}{h} = \frac{f(g(x+h)) - f(g(x))}{g(x+h) - g(x)} \cdot \frac{g(x+h) - g(x)}{h}.
\]
It is tempting to deduce the conclusion of the theorem immediately. But care is necessary. What happens if, for some values of \( h \), \( k = g(x+h) - g(x) = 0 \)? To get round this difficulty we introduce the function
\[
F(k) = \begin{cases} \frac{f(y+k) - f(y)}{k} & (k \neq 0) \\ f'(y) & (k = 0) \end{cases}
\]
Since \( f \) is differentiable at \( y \), \( F(k) \to f'(y) \) as \( k \to 0 \). Because \( F(0) = f'(y) \), it follows that \( F \) is continuous at the point 0. From theorem 8.17(i) we deduce that
\[
F(k) \to f'(y) \text{ as } k \to 0
\]
where \( k = g(x+h) - g(x) \).
For \( k \neq 0 \) we have shown that
\[
\frac{f(g(x+h)) - f(g(x))}{h} = F(k) \cdot \frac{g(x+h) - g(x)}{h}.
\]
But this equation is also true when \( k = 0 \) since then both sides are zero. It follows that
\[
\frac{f(g(x+h)) - f(g(x))}{h} \to f'(y)g'(x) \text{ as } h \to 0
\]
and this is what had to be proved.

10.14 Example \( D(1 + x^{100}) = 100(1 + x^{99}, 97x^{96}) \).
Proof Set \( f(y) = y^{100} \) and \( g(x) = 1 + x^{97} \). By theorem 10.13,
\[
D(1 + x^{97})^{100} = D(f(g(x))) = f'(g(x))g'(x)
\]
\[
= 100(g(x))^{99} \cdot 97x^{96}
\]
\[
= 100(1 + x^{97})^{99} \cdot 97x^{96}
\]

10.15 Exercise
(1) If \( x > 0 \) and \( n \in \mathbb{N} \), prove that
\[
D(x^{1/n}) = \frac{1}{n} x^{1/n-1}.
\]
[Hint: exercise 3.11(6). Recall that the continuity of the \( n \)th root function was considered in exercise 8.15(5).]

(2) Use the previous question and the rule for differentiating a composite function (theorem 10.13) to show that, for any rational number \( r \),
\[
D(x^r) = rx^{r-1}
\]
provided that \( x > 0 \).

(3) Evaluate the following derivatives for those values of \( x \) for which they exist.
(i) \( D(1 + x^{1/27})^{9/5} \) (ii) \( D(\sqrt{x + \sqrt{x} + x}) \).

(4) Suppose that
\[
\frac{d}{dx}(f(x)) = \frac{d}{dx}(f(x))^2
\]
when \( x = 1 \). Prove that \( f'(1) = 0 \) or \( f(1) = 1 \).

(5) Let \( f: \mathbb{R} \to \mathbb{R} \) be differentiable at \( x \). Suppose that \( f \) admits an inverse function \( f^{-1}: \mathbb{R} \to \mathbb{R} \) which is differentiable at \( y = f(x) \). Prove that
\[
Df^{-1}(y) = \frac{1}{Df(x)}.
\]
[Hint: \( f \circ f^{-1}(x) = x \). The function \( g: \mathbb{R} \to \mathbb{R} \) defined by \( g(x) = x^3 \) admits an inverse function \( g^{-1}: \mathbb{R} \to \mathbb{R} \). Is \( g^{-1} \) differentiable at the point 0?]

(6) A function \( f: \mathbb{R} \to \mathbb{R} \) is defined by
\[
f(x) = \begin{cases} x & (x \text{ rational}) \\ -x & (x \text{ irrational}) \end{cases}
\]
Show that \( f \circ f(x) = x \) for all values of \( x \). What may be deduced from theorem 10.13?
MEAN VALUE THEOREMS

11.1 Local maxima and minima

Let \( f \) be defined on an open interval \((a, b)\) and let \( \xi \in (a, b) \). We say that \( f \) has a local maximum at \( \xi \) if

\[ f(x) < f(\xi) \]

for all values of \( x \) in some open interval \( I \) which contains \( \xi \). Similarly for a local minimum,

\[ f(x) > f(\xi) \]

Very roughly, \( f \) has a local maximum at \( \xi \) if its graph has a 'little hill' above the point \( \xi \). Similarly, \( f \) has a local minimum at \( \xi \) if its graph has a 'little valley' above the point \( \xi \).

If \( f(\xi) \) is the maximum value of \( f \) on the whole interval \((a, b)\), then obviously \( f \) has a local maximum at \( \xi \). But the converse need not be true (see the diagrams above).

11.2 Theorem Suppose that \( f \) is differentiable on \((a, b)\) and that \( \xi \in (a, b) \). If \( f \) has a local maximum or minimum at \( \xi \), then

\[ f'(\xi) = 0. \]

A similar argument applied to \(-f\) deals with the case when \( f'(\xi) < 0 \). The only remaining possibility is \( f'(\xi) = 0 \).

11.3 Stationary points

A point \( \xi \) at which \( f'(\xi) = 0 \) is called a stationary point of \( f \). Not all stationary points give rise to a local maximum or local minimum. The reader will be familiar with the ease when \( f'(\xi) = 0 \) and \( f \) has a point of inflexion at \( \xi \) as in the diagrams below.
But worse behaviour than this is possible. The diagram below illustrates a case where \( f'(\xi) = 0 \) but \( f \) has no local maximum, no local minimum, and no point of inflexion at \( \xi \). (See the solution to exercise 16.5(6).)

![Diagram showing a function with no local maximum, no local minimum, and no point of inflexion at \( \xi \).]

11.4 Theorem (Rolle's theorem) Suppose that \( f \) is continuous on \([a, b]\) and differentiable on \((a, b)\). If \( f(a) = f(b) \), then, for some \( \xi \in (a, b) \),

\[
f'(\xi) = 0.
\]

Proof Since \( f \) is continuous on the compact interval \([a, b]\), it follows from the continuity property (theorem 9.12) that \( f \) attains a maximum \( M \) at some point \( \xi_1 \) in the interval \([a, b]\) and attains a minimum \( m \) at some point \( \xi_2 \) in the interval \([a, b]\).

Suppose \( \xi_1 \) and \( \xi_2 \) are both endpoints of \([a, b]\). Because \( f(a) = f(b) \) it then follows that \( m = M \) and hence \( f \) is constant on \([a, b]\). But then \( f'(\xi) = 0 \) for all \( \xi \in (a, b) \).

Suppose that \( \xi_1 \) is not an endpoint of \([a, b]\). Then \( \xi_1 \in (a, b) \) and \( f \) has a local maximum at \( \xi_1 \). Thus, by theorem 11.4, \( f'(\xi_1) = 0 \). Similarly if \( \xi_2 \) is not an endpoint of \([a, b]\).

[Note: the importance of the continuity property in this proof.]

11.5 Mean value theorem

11.6 Theorem (mean value theorem) Suppose that \( f \) is continuous on \([a, b]\) and differentiable on \((a, b)\). Then, for some \( \xi \in (a, b) \),

\[
f'(\xi) = \frac{f(b) - f(a)}{b - a}.
\]

In the diagram, the slope of the chord \( PQ \) is

\[
\frac{f(b) - f(a)}{b - a}.
\]

Thus, for some \( \xi \in (a, b) \), the tangent to \( f \) at \( \xi \) is parallel to \( PQ \).

Proof Let \( F \) be defined on \([a, b]\) by

\[
F(x) = f(x) + hx
\]

where \( h \) is a constant. Then \( F \) is continuous on \([a, b]\) and differentiable on \((a, b)\). We choose the constant \( h \) so that \( F(a) = F(b) \). Then

\[
f(a) + ha = f(b) + hb
\]

and so

\[
h = \frac{f(b) - f(a)}{b - a}.
\]

Since \( F \) satisfies the conditions of Rolle's theorem, \( F'(\xi) = 0 \) for some \( \xi \in (a, b) \). But then

\[
F'(\xi) = f'(\xi) + h = 0
\]

and the theorem follows.

11.7 Theorem Suppose that \( f \) is continuous on \([a, b]\) and differentiable on \((a, b)\). If \( f'(x) = 0 \) for each \( x \in (a, b) \), then \( f \) is constant on \([a, b]\).

Proof Let \( y \in (a, b) \). Then \( f \) satisfies the conditions of the mean value theorem on \([a, y]\). Hence, for some \( \xi \in (a, y) \),

\[
f'(\xi) = \frac{f(y) - f(a)}{y - a}.
\]

But \( f'(\xi) = 0 \) and so \( f(y) = f(a) \) for any \( y \in [a, b] \).

(Note: This theorem will be invaluable in chapter 13, about integration. It may seem intuitively obvious but, without the mean value theorem (which depends ultimately on the continuity property), it would be very hard to prove.)

11.8 Exercise

(1) Find the stationary points of the function \( f: \mathbb{R} \to \mathbb{R} \) defined by

\[
f'(\xi) = \frac{f(b) - f(a)}{b - a}.
\]
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\[ f(x) = (x - 1)(x - 2) \]

Determine the maximum and minimum values of \( f \) on the interval \([0, 3]\).

2. Suppose that \( f \) and \( g \) are continuous on \([a, b]\), differentiable on \((a, b)\) and that \( g'(x) \neq 0 \) for any \( x \in (a, b) \). Prove that, for some \( \xi \in (a, b)\),

\[
\frac{f'\left(\xi\right)}{g'\left(\xi\right)} = \frac{f(b) - f(a)}{g(b) - g(a)}.
\]

This is the Cauchy mean value theorem. [Hint: consider \( F = f + hg \) where \( h \) is a constant.]

3. In addition to the hypotheses of question 2, suppose that \( f(a) = g(a) = 0 \). Deduce that

\[
\lim_{x \to a} \frac{f(x)}{g(x)} = \lim_{x \to a} \frac{f'(x)}{g'(x)}
\]

provided that the second limit exists. This is L'Hopital's rule. [Hint: exercise 8.15.]

Use L'Hopital's rule to evaluate

\[
\lim_{x \to \infty} \{ y - \sqrt{(1 + y)} \}
\]

[Hint: put \( y = x^{-1} \).]

4. Suppose that \( f: \mathbb{R} \to \mathbb{R} \) is differentiable at every point and that

\[
f'(x) = x^2
\]

for all \( x \). Prove that \( f(x) = \frac{1}{3}x^3 + c \), where \( c \) is a constant.

5. Let \( f: \mathbb{R} \to \mathbb{R} \) be \( n \) times differentiable at every point. Let \( P \) be a polynomial of degree \( n - 1 \) for which

\[
f(\xi_j) = P(\xi_j) \quad (j = 0, 1, \ldots, n)
\]

where \( \xi_0, \xi_1, \ldots, \xi_n \) are all distinct points. Prove that, for some \( \xi \),

\[
f^{(n)}(\xi) = 0.
\]

6. Let \( g: \mathbb{R} \to \mathbb{R} \) satisfy \( g(0) = g(1) = 0 \) and suppose that \( f: \mathbb{R} \to \mathbb{R} \) is differentiable at every point and \( y = f(x) \) is a solution of the differential equation

\[
g(x) \frac{dy}{dx} + y = 1.
\]

Prove that \( f(x) = 1 \) for any \( x \) satisfying \( 0 \leq x \leq 1 \). [Hint: Use Rolle's theorem to show that any open subinterval of \((0, 1)\) contains a point \( \xi \) at which \( f(\xi) = 1 \). Then appeal to the continuity of \( f \) in the manner of exercise 9.17(2).]

11.9 Taylor's theorem

Suppose that \( f \) is differentiable at the point \( \xi \). Then the equation of the tangent to \( y = f(x) \) at the point \( \xi \) is

\[
y = f(\xi) + (x - \xi)f'(\xi).
\]

Thus, for values of \( x \) which are 'close' to \( \xi \), it is reasonable to expect that

\[
f(\xi) + (x - \xi)f'(\xi) \text{'is a good approximation to } f(x) \text{. But how large may the error in this approximation be?}
\]

Suppose now that \( f \) is \( n - 1 \) times differentiable at the point \( \xi \). Then the first \( n - 1 \) derivatives at the point \( \xi \) of the polynomial

\[
P(x) = f(\xi) + \frac{1}{1!}(x - \xi)f'(\xi) + \frac{1}{2!}(x - \xi)^2f''(\xi) + \ldots
\]

are the same as those of \( f \). (See exercise 10.11(5).)

We might therefore reasonably expect that

\[
P(x) \text{ will be a 'very good' approximation to}\n\]

\( f(x) \) for values of \( x \) which are 'close' to \( \xi \). But again, how large may the error be in this approximation?

These questions are answered to some extent by the following version of Taylor's theorem. If \( n = 1 \), the theorem reduces to theorem 11.6 (the mean value theorem). One may therefore regard Taylor's theorem as the \( n \)th order mean value theorem.

11.10 Theorem (Taylor's theorem) Suppose that \( f \) is \( n \) times differentiable on an open interval \( I \) which contains the point \( \xi \). Given any \( x \in I \),

\[
f(x) = f(\xi) + \frac{1}{1!}(x - \xi)f'(\xi) + \frac{1}{2!}(x - \xi)^2f''(\xi) + \ldots
\]

\[
+ \frac{1}{(n - 1)!}(x - \xi)^{n-1}f^{(n-1)}(\xi) + E_n
\]

where

\[
E_n = \frac{1}{n!}(x - \xi)^n f^{(n)}(\xi')
\]

for some point \( \xi' \) between \( \xi \) and \( x \).
where the error $E_n$ satisfies

$$E_n = \frac{1}{n!} (x - \xi)^n f^{(n)}(\eta)$$

for some value of $\eta$ between $x$ and $\xi$. 

Proof If $\eta$ lies between $x$ and $\xi$, put

$$F(x) = f(x) - f(\eta) - (x - \eta)f'(\eta) - \cdots - \frac{(x - \eta)^{n-1}}{(n-1)!} f^{(n-1)}(\eta).$$

Taylor's theorem asserts that, for some $\eta$ between $x$ and $\xi$,

$$F(\xi) = \frac{1}{n!} (x - \xi)^n f^{(n)}(\eta)$$

(2)

The function $F$ has the simplifying property that

$$F'(\eta) = \frac{- (x - \eta)^{n-1}}{(n-1)!} - f^{(n)}(\eta).$$

The function

$$G(\eta) = F(\eta) - \left(\frac{x - \eta}{x - \xi}\right)^n F(\xi)$$

has the property that $G(\xi) = G(x) = 0$. It follows from Rolle's theorem that there exists an $\eta$ between $x$ and $\xi$ for which

$$0 = G'(\eta) = F'(\eta) + \frac{n(x - \eta)^{n-1}}{(x - \xi)^n} F(\xi)$$

$$= \frac{(x - \eta)^{n-1}}{(n-1)!} f^{(n)}(\eta) + \frac{n(x - \eta)^{n-1}}{(x - \xi)^n} F(\xi).$$

Identity (2) follows.

### 11.11 Exercise

1. If $n \in \mathbb{N}$ and $x \in \mathbb{R}$, use Taylor's theorem to prove the binomial theorem in the form

$$(1 + x)^n = 1 + nx + \frac{n(n-1)}{2!} x^2 + \ldots + x^n.$$

2. Use Taylor's theorem with $n = 3$ and $x = 4$ to obtain an approximation to $\sqrt{5}$ for which the error is at most $2^{-9}$.

3. Let $f$ be $n$ times differentiable on an open interval $I$ which contains the point $\xi$ and suppose that $D^n f$ is continuous at the point $\xi$. You are given

$$f'(\xi) = f''(\xi) = \ldots = f^{(n-1)}(\xi) = 0$$

but $f^{(n)}(\xi) \neq 0$. In each of the following cases decide whether or not $f$ has a local maximum or a local minimum at $\xi$. In those cases where $f$ has neither a local maximum nor a local minimum discuss its behaviour close to the point $\xi$.

   (i) $f^{(n)}(\xi) > 0$ and $n$ even.
   (ii) $f^{(n)}(\xi) > 0$ and $n$ odd.
   (iii) $f^{(n)}(\xi) < 0$ and $n$ even.
   (iv) $f^{(n)}(\xi) < 0$ and $n$ odd.

[Hint: exercise 8.15(6).]

Discuss the behaviour of the functions given below at the point $0$.

(v) $f(x) = x^3$

(vi) $g(x) = x^6$

(vi) $h(x) = -x^6$. 

---
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12.1 Definitions
Let \( f \) be defined on a set \( S \). We say that \( f \) **increases** on the set \( S \) if and only if, for each \( x \in S \) and \( y \in S \) with \( x < y \), it is true that
\[ f(x) < f(y). \]
If strict inequality always holds, we say that \( f \) is **strictly increasing** on the set \( S \). Similar definitions hold for decreasing and strictly decreasing.
A function which is either increasing or decreasing is called **monotone**. A function which is **both** increasing and decreasing must be a constant.

12.2 Examples
The function \( f: \mathbb{R} \to \mathbb{R} \) defined by \( f(x) = x^3 \) is strictly increasing on \( \mathbb{R} \). The function \( f: (0, \infty) \to \mathbb{R} \) defined by \( f(x) = \frac{1}{x} \) is strictly decreasing on \((0, \infty)\).

12.3 Limits of monotone functions
We introduce the notation
\[ f(\xi -) = \lim_{x \to \xi^-} f(x); \quad f(\xi +) = \lim_{x \to \xi^+} f(x) \]
provided that these limits exist. Do not confuse \( f(\xi -) \) and \( f(\xi +) \) with \( f(\xi) \), which is the value of the function \( f \) at \( \xi \). In example 8.5, \( f(1^-) = 0 = f(1) \) but \( f(1^+) = 2 \).

12.4 Theorem
(i) Let \( f \) be increasing and bounded above on \((a, b)\) with smallest upper bound \( L \). Then \( f(x) \to L \) as \( x \to b^- \).
(ii) Let \( f \) be increasing and bounded below on \((a, b)\) with largest lower bound \( l \). Then \( f(x) \to l \) as \( x \to a^+ \).

**Proof** We only prove (i). Let \( \varepsilon > 0 \) be given. We have to find a \( \delta > 0 \) such that, given any \( x \) satisfying \( b - \delta < x < b \),
\[ |f(x) - L| < \varepsilon \]

i.e.
\[ L - \varepsilon < f(x) < L + \varepsilon. \]
The inequality \( f(x) < L + \varepsilon \) is automatically satisfied because \( L \) is an upper bound for \( f \) on \((a, b)\). Since \( L - \varepsilon \) is not an upper bound for \( f \) on \((a, b)\), there exists a \( y \in (a, b) \) such that \( f(y) > L - \varepsilon \). But \( f \) increases on \((a, b)\). Therefore, for any \( x \) satisfying \( y < x < b \),
\[ L - \varepsilon < f(y) < f(x). \]
The choice \( \delta = b - y \) then completes the proof.

12.5 Corollary
Let \( f \) be increasing on \((a, b)\). If \( \xi \in (a, b) \), then \( f(\xi -) \) and \( f(\xi +) \) both exist and
\[ f(x) \leq f(\xi -) \leq f(\xi) \leq f(\xi +) \leq f(y) \]
provided that \( a < x < \xi < y < b \).

**Proof** The function \( f \) is bounded above on the interval \((a, \xi)\) by \( f(\xi) \). By theorem 12.4, the **smallest** upper bound is \( f(\xi -) \). It follows that, for any \( x \in (a, \xi) \),
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A similar argument for the interval $(\xi, b)$ yields the other inequalities.

12.6 Differentiable monotone functions

12.7 Theorem Suppose that $f$ is continuous on $[a, b]$ and differentiable on $(a, b)$.

(i) If $f'(x) > 0$ for each $x \in (a, b)$, then $f$ is increasing on $[a, b]$. If $f'(x) > 0$ for each $x \in (a, b)$, then $f$ is strictly increasing on $[a, b]$.

(ii) If $f'(x) < 0$ for each $x \in (a, b)$, then $f$ is decreasing on $[a, b]$. If $f'(x) < 0$ for each $x \in (a, b)$, then $f$ is strictly decreasing on $[a, b]$.

Proof Let $c$ and $d$ be any numbers in $[a, b]$ which satisfy $c < d$. Then $f$ satisfies the conditions of the mean value theorem on $[c, d]$ and hence, for some $\xi \in (c, d)$,

$$f'(\xi) = \frac{f(d) - f(c)}{d - c}.$$ 

If $f'(x) > 0$ for each $x \in (a, b)$, then $f'(\xi) > 0$ and hence $f(d) > f(c)$. Thus $f$ increases on $[a, b]$.

If $f'(x) > 0$ for each $x \in (a, b)$, then $f'(\xi) > 0$ and hence $f(d) > f(c)$. Thus $f$ is strictly increasing on $[a, b]$.

Similarly, for the other cases.

12.8 Example Consider the function $f : \mathbb{R} \to \mathbb{R}$ defined by $f(x) = x(1 - x)$. We have $f'(x) = 1 - 2x$. Hence $f'(x) \geq 0$ when $x \leq \frac{1}{2}$ and $f'(x) < 0$ when $x > \frac{1}{2}$. It follows that $f$ increases on $(-\infty, \frac{1}{2}]$ and decreases on $[\frac{1}{2}, \infty)$.

Monotone functions
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12.9 Inverse functions

A strictly increasing function $f$ defines a 1:1 correspondence between its domain $I$ and its range $J$. Hence $f$ always has an inverse function $f^{-1}$ and this is strictly increasing on $J$. (Proof?)

The next theorem is usually remembered in the form

$$\frac{dx}{dy} = \left(\frac{dy}{dx}\right)^{-1}$$

although this notation begs a lot of questions.

12.10 Theorem Let $I$ and $J$ be intervals and let $I^o$ and $J^o$ be the corresponding open intervals with the same endpoints. Suppose that $f : I \to J$ is continuous on $I$ and that $J = f(I)$.

If $f$ is differentiable on $I^o$ and

$$Df'(x) > 0 \quad (x \in I^o)$$

then $f^{-1} : J \to I$ exists and is continuous on $J$. Also $f^{-1}$ is differentiable on $J^o$ and
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\[ Df^{-1}(y) = \frac{1}{Df(x)} \quad (y \in J) \]

provided that \( y = f(x) \).

**Proof.** It follows from theorem 12.7 that \( f \) strictly increasing on \( J \) and hence \( f^{-1} \colon J \to I \) exists. The continuity of \( f^{-1} \) has already been discussed. There remains the consideration of its derivative.

Let \( y \in J \). Then \( x = f^{-1}(y) \in J \). Put \( k = f^{-1}(y+h) - f^{-1}(y) \). Then

\[ f^{-1}(y+h) = f^{-1}(y) + k = x + k. \]

Thus \( y + h = f(x + k) \) and it follows that

\[ h = f(x + k) - y = f(x + k) - f(x). \]

Since \( f^{-1} \) is continuous on \( J \), \( k \to 0 \) as \( h \to 0 \). Also, \( f^{-1} \) is strictly increasing and so \( k \neq 0 \) unless \( h = 0 \).

We may therefore appeal to theorem 8.17(ii) to obtain

\[ f^{-1}(y+h) - f^{-1}(y) = \frac{k}{f(x + k) - f(x)} \to \frac{1}{f'(x)} \quad \text{as} \quad h \to 0. \]

Note that all the above results apply equally well to strictly decreasing functions.

### 12.11 Roots

As an application of our observations on inverse functions, we now discuss the theory of \( n \)th roots.

Let \( n \) be a natural number and consider the function \( f \) defined on \([0, \infty)\) by

\[ f(x) = x^n. \]

Since \( f(0) = 0 \) and \( f(x) \to +\infty \) as \( x \to +\infty \), it follows from the continuity property (theorem 9.9) that the range of \( f \) is also \([0, \infty)\).

Observe that

\[ f'(x) = nx^{n-1} > 0 \quad (x > 0). \]

Thus \( f \) is strictly increasing on \([0, \infty)\) and, as in theorem 12.10, it has an inverse function \( f^{-1} \). We write

\[ f^{-1}(y) = y^{1/n}. \]

This argument shows that, given any \( y \geq 0 \) there exists exactly one \( x \geq 0 \)

(namely \( x = y^{1/n} \)) such that \( y = x^n \). Our basic assumption about \( n \)th roots made in \$1.9 has therefore been justified.

In exercise 10.15(1), we calculated the derivative of the \( n \)th root function.

We can therefore check the validity of the formula of theorem 12.10 in this case.

\[ D(y^{1/n}) = \frac{1}{Dx^n} = \frac{1}{nx^{n-1}} = \frac{1}{n}y^{1/n}y^{-1}. \]

If \( m \) is an arbitrary integer, the rule for differentiating a composite function (theorem 10.13) then yields

\[ D(y^{m/n}) = D(y^m)^{1/n} = \frac{1}{n} (y^m)^{1/n}y^{-m}m^{-1} = \frac{m}{n} y^{m/n}y^{-1}. \]

### 12.12 Exercise

1. Suppose that \( f \) increases on the compact interval \([a, b]\). Prove that \( f \) attains a maximum at \( b \) and a minimum at \( a \).

2. Let \( n \in \mathbb{N} \). Prove that the function \( f \colon [0, \infty) \to \mathbb{R} \) defined by

\[ f(x) = (x + 1)^{1/n} - x^{1/n} \]

decreases on \([0, \infty)\).

3. Suppose that \( f \) is differentiable and increasing on an open interval \( J \). Prove that \( f'(x) > 0 \) for each \( x \in J \). If \( f \) is strictly increasing on \( J \), does it follow that \( f'(x) > 0 \) for each \( x \in J \)? Justify your answer.

4. Let \( f \colon \mathbb{R} \to \mathbb{R} \) be defined by \( f(x) = 1 + x + x^2 \). Show that \( f \) has an inverse function \( f^{-1} \colon \mathbb{R} \to \mathbb{R} \). Calculate the value of \( Df^{-1}(y) \) when \( y = -1 \).

5. (5) A function \( f \) increases on the interval \( J \) and for each \( a \) and \( b \) in \( J \) it is true that, if \( \lambda \) lies between \( f(a) \) and \( f(b) \), then a \( \xi \in J \) can be found such that \( f(\xi) = \lambda \) (see corollary 9.10). Prove that \( f \) is continuous on \( J \).

Does the same conclusion hold if the hypothesis that \( f \) increases is abandoned?

6. Let \( f \colon [0, 1] \to (0, \infty) \) be continuous on \([0, 1]\). Let \( M \colon [0, 1] \to (0, \infty) \) be defined by

\[ M(x) = \sup_{0 \leq y < x} f(y) \quad (0 \leq x \leq 1). \]

Prove that the function

\[ \phi(x) = \lim_{n \to \infty} \left[ f(x) \right]^n \]

is continuous if and only if \( f \) increases on \([0, 1]\).
12.13 Convex functions

Let \( f \) be defined on an interval \( I \). We say that \( f \) is convex on \( I \) if it is true that, for each \( a > 0 \) and \( \beta > 0 \) with \( \alpha + \beta = 1 \),

\[
f(ax + \beta y) \leq \alpha f(x) + \beta f(y)
\]

whenever \( x \in I \) and \( y \in I \). If the inequality sign is reversed, we say that \( f \) is concave on \( I \). It is obvious that \( f \) is concave on \( I \) if and only if \(-f\) is convex on \( I \).

The geometric interpretation is that any point on a chord drawn to the graph of a convex function lies on or above the graph.

\[
f(x + \alpha y) \leq \alpha f(x) + (1-\alpha)f(y)
\]

It is sometimes useful to rewrite the definition of a convex function in the following way. A function \( f \) is convex on an interval \( I \) if and only if, for all points \( x_1, x_2 \) and \( x_3 \) in the interval \( I \) satisfying \( x_1 < x_2 < x_3 \),

\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} \leq \frac{f(x_3) - f(x_1)}{x_3 - x_1}.
\]

Equivalently, a function \( f \) is convex on an interval \( I \) if and only if for all points \( x_1, x_2 \) and \( x_3 \) in the interval satisfying \( x_1 < x_2 < x_3 \),

\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} \leq \frac{f(x_3) - f(x_1)}{x_3 - x_1}.
\]

That (2) and (3) have the same content as (1) is easily seen by making the substitutions \( x_1 = x, x_2 = \alpha x + \beta y \) and \( x_3 = y \) (see exercise 12.21(2)).

12.14 Theorem Suppose that \( f \) is convex on the open interval \( I \). Then the limits

\[
\lim_{h \to 0} \frac{f(x + h) - f(x)}{h} \quad \text{and} \quad \lim_{h \to 0} \frac{f(x + h) - f(x)}{h}
\]

both exist for each \( x \in I \).

Proof Suppose that \( 0 < h_1 < h_2 \). Put \( x = x_1, x_2 = x + h_1 \) and \( x_3 = x + h_2 \) in (3). Then

\[
\frac{f(x + h_1) - f(x)}{h_1} \leq \frac{f(x + h_2) - f(x)}{h_2}.
\]

Hence the function

\[
F(h) = \frac{f(x + h) - f(x)}{h}
\]

increases in some interval \((0, \delta)\). The existence of

\[
\lim_{h \to 0} F(h)
\]

then follows from theorem 12.4. A similar argument establishes the existence of the left hand limit.

12.15 Example The function \( f : \mathbb{R} \to \mathbb{R} \) defined by \( f(x) = |x| \) is convex on \( \mathbb{R} \). (The chords lie above the graph.)

Note however that the two limits of (4) are not equal when \( x = 0 \).

12.16 Theorem Suppose that \( f \) is convex on the open interval \( I \). Then \( f \) is continuous on \( I \).

Proof From theorem 12.14,

\[
\lim_{h \to 0} \frac{f(x + h) - f(x)}{h} = \left( \lim_{h \to 0} \frac{f(x + h) - f(x)}{h} \right) \left( \lim_{h \to 0} h \right) = 0.
\]

Similarly,

\[
\lim_{h \to 0} \frac{f(x + h) - f(x)}{h} = \left( \lim_{h \to 0} \frac{f(x + h) - f(x)}{h} \right) \left( \lim_{h \to 0} h \right) = 0.
\]
Example 12.15 shows that a function which is convex on an open interval $I$ need not be differentiable on $I$. However, if $f$ is differentiable on $I$, then the following theorem provides a useful characterisation of convexity.

**12.18 Theorem** Let $I$ be an open interval and suppose that $f$ is differentiable on $I$. Then $f$ is convex on $I$ if and only if $Df$ increases on $I$.

**Proof** (i) Suppose first that $Df$ increases on $I$. Let $x_1 < x_2 < x_3$. By the mean value theorem

$$f(x_3) - f(x_1) = f'(c)(x_3 - x_1),$$

where $x_1 < c < x_2 < c < x_3$. Since $Df$ increases, $f'(c) < f'(d)$ and therefore inequality (2) holds. Thus $f$ is convex on $I$.

(ii) Suppose next that $f$ is convex on $I$. Let $x_1 < x_2 < x_3 < x_4$. By inequality (2),

$$f(x_4) - f(x_1) = f(x_3) - f(x_2) < f(x_4) - f(x_3) = f(x_4) - f(x_3).$$

Ignore the middle term in this inequality and let $x_2 	o x_1$ and $x_3 	o x_4$. We obtain $f'(c_1) < f'(c_2)$ and it follows that $Df$ increases on $I$.

If $f$ is twice differentiable on $I$, an even simpler characterisation of convexity results.

**12.19 Theorem** Let $I$ be an open interval and suppose that $f$ is twice differentiable on $I$. Then $f$ is convex on $I$ if and only if $f''(x) > 0$ for all $x \in I$.

**Proof** The theorem follows from theorems 12.7 and 12.18.

**12.20 Examples** The functions $f, g$ and $h$ defined on $(0, \infty)$ by $f(x) = x^2$, $g(x) = 1/x$ and $h(x) = x + x^{-1}$ are all convex on $(0, \infty)$ because their second derivatives are all non-negative on $(0, \infty)$. The function $\phi$ defined on $(0, \infty)$ by $\phi(x) = \sqrt{x}$ is concave on $(0, \infty)$. We have $\phi''(x) = -\frac{1}{2}x^{-3/2} < 0 \quad (x > 0)$.

**12.21 Exercise**

1. Let $f : \mathbb{R} \to \mathbb{R}$ be defined by $f(x) = (x-1)(x-2)(x-3)$. Find the ranges of values of $x$ for which $f$ is (a) increasing, (b) decreasing, (c) convex, (d) concave. Draw a graph.

2. Let $f$ be convex on the interval $I$ and let $x_1, x_2$ and $x_3$ be points of $I$ which satisfy $x_1 < x_2 < x_3$. Prove that

$$f(x_3) - f(x_1) = f(x_3) - f(x_1) < f(x_3) - f(x_2).$$

3. Let $f$ be convex on the open interval $I$ and let $J = f(I)$. If $f$ is strictly increasing on $I$, show that $f^{-1}$ is concave on $J$. What happens if $f$ is strictly decreasing on $I$?

4. Suppose that $f$ is convex and differentiable on the open interval $I$. If $x, \xi \in I$, prove that

$$f(x) - f(\xi) > f'(\xi)(x - \xi) \quad (x \in I).$$

Interpret this result geometrically. What result is obtained if $f$ is concave on $I$?

Let $\phi : \mathbb{R} \to \mathbb{R}$ be a strictly increasing, convex, differentiable function on $\mathbb{R}$ and suppose that $\phi(\xi) = 0$. If $x_i \geq \xi$ and

$$x_{n+1} = x_n - \frac{1}{\phi'(x_n)} (n = 1, 2, \ldots)$$

prove that $x_n \to \xi$ as $n \to \infty$. (This method of obtaining an approximation to the zero of $\phi$ is called the Newton–Raphson process.)

5. Let $f$ be differentiable, convex and bounded on $\mathbb{R}$. Show that $f$ is a constant.

6. Let $f$ be continuous on an interval $I$ and satisfy

$$f\left(\frac{x+y}{2}\right) \leq \frac{f(x) + f(y)}{2}$$

for each $x \in I$ and $y \in I$. Prove that, for any $x_1, x_2, \ldots, x_n$ in the interval $I$,

$$f\left(\frac{x_1 + x_2 + \ldots + x_n}{n}\right) \leq \frac{1}{n} \left[f(x_1) + f(x_2) + \ldots + f(x_n)\right].$$
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[Hint: recall the induction argument of example 3.10.] Deduce that $f$ is convex on $I$. [Hint: establish inequality (1) of §12.13. Begin with the case when $a$ and $b$ are rational.]

13 INTEGRATION

13.1 Area

Suppose that $f$ is continuous on the compact interval $[a, b]$.

Does it make sense to discuss the 'area' under the graph of $f$? And, if so, how can we compute its value?

If it makes sense at all to talk about the area under the graph, then presumably this area must be at least as big as the areas $S_1$ and $S_2$ which have been shaded in the diagrams below.

Let $\hat{S}$ denote the set of all numbers $S$ which can be obtained as the sums of the areas of little rectangles as in the diagrams above. Then the 'area' under the graph of $f$ must be at least as big as every element of $\hat{S}$. It seems reasonable to identify the 'area' under the graph of $f$ with the smallest number larger than every element of $\hat{S}$, i.e. with $\sup \hat{S}$.

These remarks are intended to motivate the formal mathematical definition given in the next section.
13.2 The integral

Suppose that $f$ is continuous on the compact interval $[a, b]$. We propose to give a definition of the integral

$$\int_a^b f(x) \, dx$$

of $f$ over the interval $[a, b]$.

We begin by defining a partition $P$ of the interval $[a, b]$. This is a finite set $P = \{y_0, y_1, \ldots, y_n\}$ of real numbers with the property that

$$y_0 < y_1 < y_2 < \ldots < y_{n-1} < y_n = b.$$

Since $f$ is continuous on $[a, b]$, it is bounded on $[a, b]$. It therefore makes sense, given a partition $P = \{y_0, y_1, \ldots, y_n\}$ of $[a, b]$, to define

$$m_1 = \inf_{y_0 < x < y_1} f(x)$$

and so on.

For each partition $P$, we can then form the sum

$$S(P) = \sum_{k=1}^n m_k (y_k - y_{k-1}).$$

The diagram below illustrates the case $n = 4$. The value of $S(P)$ is the area of the shaded region.

Suppose that $f$ is bounded above on $[a, b]$ by $H$. Thus $f(t) \leq H$ for any $t \in [a, b]$. Then

$$S(P) = \sum_{k=1}^n m_k (y_k - y_{k-1})$$

$$\leq H \sum_{k=1}^n (y_k - y_{k-1}) = H(y_1 - y_0) + \ldots + (y_n - y_{n-1})$$

$$= H(y_n - y_0) = H(b - a).$$

13.3 Some properties of the integral

Much of the power of the idea of integration lies in its connexion with differentiation. For example, it would be very painful indeed if all integrals had to be worked out directly from the definition. Our first priority is therefore to prove the theorems which link integration with differentiation. Before we can do this, however, we need to derive a few basic results directly from the definition.

13.4 Proposition Let $f$ be continuous on $[a, b]$ with maximum $M$ and minimum $m$. Then

$$m(b - a) \leq \int_a^b f(x) \, dx \leq M(b - a).$$

The proof of this proposition is essentially contained in §13.2. We quote two simple corollaries.

13.5 Corollary If $c$ is a constant, then

$$\int_a^b c \, dx = c(b - a).$$

13.6 Corollary Let $f$ be continuous on $[a, b]$ and satisfy $|f(t)| < \kappa$ for any $t \in [a, b]$. Then, for any $\xi$ and $x$ in the interval $[a, b]$,

$$\left| \int_\xi^x f(t) \, dt \right| < \kappa |x - \xi| \quad (x \neq \xi).$$
The next proposition is also very simple, provided that one recalls the properties of $\text{sup}$ and $\text{inf}$. (See exercise 2.13(2) and exercise 7.16(6i).)

13.7 Proposition Let $f$ be continuous on $[a, b]$ and let $c$ be a constant. Then
\[ \int_a^b (f(t) + c) \, dt = \int_a^b f(t) \, dt + c(b-a). \]

The next and final result of this section is not quite so easy and so we give the proof.

13.8 Theorem Let $f$ be continuous on $[a, b]$ and let $a < c < b$. Then
\[ \int_a^b f(t) \, dt = \int_a^c f(t) \, dt + \int_c^b f(t) \, dt. \]

Proof. We use the notation of §13.2. Suppose, in the first place, that $P_1$ and $P_2$ are any partitions of $[a, c]$ and $[c, b]$ respectively. Then the set $P$ of points in at least one of the sets $P_1$ and $P_2$ is a partition of $[a, b]$.

It is obvious that $S(P) = S(P_1) + S(P_2)$. Moreover,
\[ S(P) \leq \int_a^b f(t) \, dt \]
because of definition (1) of §13.2. Thus, given any partition $P_1$ of $[a, c]$ and any partition $P_2$ of $[c, b]$,
\[ S(P_1) + S(P_2) \leq \int_a^b f(t) \, dt \]
\[ S(P_1) \leq \int_a^b f(t) \, dt - S(P_2). \]

Hence, given any partition $P_2$ of $[c, b]$, the right hand side of (2) is an upper bound for the set of all numbers of the form $S(P_1)$ where $P_1$ is a partition of $[a, c]$. Therefore
\[ \sup_{P_1} S(P_1) \leq \int_a^b f(t) \, dt - S(P_2) \]
where the supremum extends over all partitions $P_1$ of $[a, c]$. Recalling the definition of an integral, we obtain
\[ \int_a^c f(t) \, dt \leq \int_a^b f(t) \, dt - S(P_2) \]
and so
\[ S(P_1) \leq \int_a^b f(t) \, dt - \int_a^c f(t) \, dt. \]

A similar argument now yields
\[ \int_c^b f(t) \, dt \leq \int_a^b f(t) \, dt - \int_c^b f(t) \, dt \]
and therefore
\[ \int_a^b f(t) \, dt \geq \int_a^c f(t) \, dt + \int_c^b f(t) \, dt. \]

(3)

Now let $P$ be any partition of $[a, b]$ and let $Q$ be the partition obtained from $P$ by inserting the extra point $c$ (if it does not already belong to $P$). It is easily seen that
\[ S(P) \leq S(Q). \]

Let $P_1$ be the partition of $[a, b]$ consisting of those points of $Q$ which lie in $[a, c]$ and let $P_2$ be the partition of $[c, b]$ consisting of those points of $Q$ which lie in $[c, b]$.

We have
\[ S(P) \leq S(Q) = S(P_1) + S(P_2) \]
\[ \leq \int_a^c f(t) \, dt + \int_c^b f(t) \, dt. \]

The right hand side of this inequality is therefore an upper bound for the set of all numbers $S(P)$ where $P$ is a partition of $[a, b]$. Hence
\[ \sup_P S(P) \leq \int_a^c f(t) \, dt + \int_c^b f(t) \, dt \]
i.e.
\[ \int_a^b f(t) \, dt \leq \int_a^c f(t) \, dt + \int_c^b f(t) \, dt. \]

(4)

Combining (3) and (4), we obtain the conclusion of the theorem.
13.9 Differentiation and integration

Let \( f \) be defined on \((a, b)\). Suppose that \( F \) is continuous on \([a, b]\) and differentiable on \((a, b)\) and satisfies

\[
F'(x) = f(x)
\]

for each \( x \in (a, b) \). Then we shall say that \( F \) is a primitive (or antiderivative) of \( f \) on \([a, b]\).

13.10 Example If \( f(x) = x^3 \), then the function \( F \) defined by \( F(x) = \frac{1}{4} x^4 + 3 \) is a primitive for \( f \).

13.11 Theorem Let \( F \) be a primitive for \( f \) on \([a, b]\) and let \( G \) be defined on \([a, b]\). Then \( G \) is a primitive for \( f \) on \([a, b]\) if and only if, for some constant \( c \),

\[
G(x) = F(x) + c
\]

for each \( x \in [a, b] \).

Proof Obviously \( F(x) + c \) is a primitive for \( f \) on \([a, b]\). Suppose therefore that \( G \) is a primitive for \( f \) on \([a, b]\). Then \( F - G \) is continuous on \([a, b]\), differentiable on \((a, b)\) and, for each \( x \in (a, b) \),

\[
D(F(x) - G(x)) = F'(x) - G'(x) = f(x) - f(x) = 0.
\]

From theorem 13.7 it follows that \( F - G \) is constant on \([a, b]\). Hence the result.

What have primitives to do with integration? Suppose that \( f \) is continuous on \([a, b]\). Then we may define a function \( F \) on \([a, b]\) by

\[
F(x) = \int_a^x f(t) \, dt \quad (a \leq x \leq b).
\]

In the next theorem, we shall show that \( F \) is a primitive of \( f \) on \([a, b]\). But first we give a rough, intuitive argument to indicate why one might suppose this to be true in the first place. Given \( x \in (a, b) \), we seek to explain why one might suppose that \( F'(x) = f(x) \).

The number \( F(x) \) may be interpreted geometrically as the 'area under the graph of \( f \)' between \( a \) and \( x \). The shaded region in the diagram below should therefore have area \( F(x + h) - F(x) \).

![Diagram of area under curve]

Since \( f \) is continuous, one feels that, if \( h \) is very small, the shaded region will 'nearly' be a rectangle and hence its area will be approximately \( hf(x) \). Thus

\[
F(x + h) - F(x) \approx hf(x)
\]

and

\[
\frac{F(x + h) - F(x)}{h} \approx f(x).
\]

This equation is only approximate, but the smaller \( h \) becomes the better the approximation should be. Allowing \( h \to 0 \), we might therefore expect that \( F'(x) = f(x) \).

This argument is dubious on a number of counts—particularly at the stage where we divide by the small number \( h \) to obtain (5). In the next theorem we provide a precise proof of the result.

13.12 Theorem Suppose that \( f \) is continuous on \([a, b]\) and that \( F \) is defined on \([a, b]\) by

\[
F(x) = \int_a^x f(t) \, dt \quad (a \leq x \leq b).
\]

Then \( F \) is a primitive of \( f \) on \([a, b]\), i.e. \( F \) is continuous on \([a, b]\), differentiable on \((a, b)\) and \( F'(x) = f(x) \) for each \( x \in (a, b) \).

Proof Since \( f \) is continuous on \([a, b]\), it is bounded on \([a, b]\). Suppose that \( |f(t)| < K \) \((a < t < b) \).

By theorem 13.8, for any \( x \) and \( \xi \) in \([a, b]\),

\[
F(x) - F(\xi) = \int_\xi^x f(t) \, dt
\]

and therefore, by corollary 13.6,

\[
|F(x) - F(\xi)| < K|x - \xi|.
\]

And, from this inequality, it follows that \( F \) is continuous on \([a, b]\).

A more subtle argument is needed to show that \( F \) is differentiable on \((a, b)\). If \( x \) and \( \xi \) are in \((a, b)\) and \( x \neq \xi \), then

\[
F(x) - F(\xi) - f(\xi)(x - \xi) = \frac{1}{x - \xi} \left\{ F(x) - F(\xi) - (x - \xi)f(\xi) \right\}
\]

\[
= \frac{1}{x - \xi} \left\{ \int_\xi^x f(t) \, dt - (x - \xi)f(\xi) \right\}
\]

\[
= \frac{1}{x - \xi} \int_\xi^x (f(t) - f(\xi)) \, dt.
\]

The last step is justified by proposition 13.7 with \( c = f(\xi) \).
Let \( e > 0 \) be given. If \( \xi \in (a, b) \), then \( f \) is continuous at the point \( \xi \) and so, for some \( \delta > 0 \),
\[
|f(t) - f(\xi)| < e
\]
provided that \( |t - \xi| < \delta \). Hence, provided that \( |x - \xi| < \delta \), it follows that
\[
|f(t) - f(\xi)| < e
\]
for every value of \( t \) in the compact interval with endpoints \( \xi \) and \( x \). From corollary 13.6, we conclude that
\[
F(x) - F(\xi)
\]
\[
= \int_{\xi}^{x} f(t) \, dt
\]
for some constant \( c \). Hence
\[
\int_{a}^{b} f(t) \, dt = [F(b) + c] - [F(a) + c] = G(b) - G(a).
\]

13.15 Example Since
\[
D \left[ \frac{1}{2(1 + t^2)} \right] = \frac{t}{2(1 + t^2)^2},
\]
it follows from theorem 13.14 that
\[
\int_{0}^{1} \frac{t}{(1 + t^2)^2} \, dt = \frac{1}{2(1 + t^2)} \bigg|_{0}^{1} = \frac{1}{4} + \frac{1}{2} = \frac{1}{4}.
\]

13.16 Riemann integral
The integral
\[
\int_{a}^{b} f(x) \, dx
\]
was defined as the supremum of all areas like that shaded in the left hand diagram below. It would be equally sensible to define the integral as the infimum of all areas like that shaded in the right hand diagram below.

13.13 Example
\[
D \left( \int_{0}^{x} \frac{dt}{1 + t^{100}} \right) = \frac{1}{1 + x^{100}}.
\]

13.14 Theorem Any function \( f \) which is continuous on \([a, b]\) has a primitive on \([a, b]\). If \( G \) is any primitive of \( f \), then
\[
\int_{a}^{b} f(t) \, dt = G(b) - G(a) = [G(t)]_{a}^{b}.
\]

Proof Let \( F \) be defined on \([a, b]\) by
\[
F(x) = \int_{a}^{x} f(t) \, dt \quad (a \leq x \leq b).
\]
Then
\[
\int_{a}^{b} f(t) \, dt = F(b) - F(a).
\]

By theorem 13.12, \( F \) is a primitive of \( f \) on \([a, b]\) and, by theorem 13.11, any other primitive \( G \) satisfies
\[
G(x) = F(x) + c \quad (a \leq x \leq b)
\]
for some constant \( c \). Hence
\[
\int_{a}^{b} f(t) \, dt = [F(b) + c] - [F(a) + c] = G(b) - G(a).
\]

If \( f \) is continuous on \([a, b]\), these two definitions yield the same result. The reason is simple. The use of the second definition would yield the result
\[
- \int_{a}^{b} f(x) \, dx.
\]
But (6) and (7) are equal because \( F \) is a primitive for \( f \) on \([a, b]\) if and only if \(-F\) is a primitive for \(-f\).

If \( f \) is not continuous on \([a, b]\), the two definitions do not necessarily yield the same result. But, if they do yield the same result, we say that \( f \) is Riemann
Integration and call the common number obtained from the two definitions the Riemann integral of \( f \) on \([a, b]\).

13.17 Example We know that
\[
\int_0^1 x^2 \, dx = \left[ \frac{1}{3} x^3 \right]_0^1 = \frac{1}{3}.
\]

To illustrate the idea discussed in §13.16, we evaluate the integral without using the theory of differentiation.

Introduce the partition \( P_n = \{0, 1/n, 2/n, 3/n, \ldots, 1\} \) of \([0, 1]\). The shaded area of the left hand diagram is smaller than the integral and the shaded area of the right hand diagram is larger. Thus
\[
\sum_{k=1}^{n} \left( \frac{k-1}{n} \right)^2 \frac{1}{n} \leq \int_0^1 x^2 \, dx \leq \sum_{h=1}^{n} \left( \frac{k}{n} \right)^2 \frac{1}{n}.
\]

By theorem 10.9(i) the function \( H = \frac{1}{3} \frac{1}{n^3} \left( 1^3 + 2^3 + \ldots + n^3 \right) \)
\[
= \frac{1}{n^3} \left( \frac{1}{6} n(n-1)n(2n-1) \right) \leq \int_0^1 x^2 \, dx \leq \frac{1}{n^3} \left( \frac{1}{6} n(n+1)(2n+1) \right).
\]

\[
\frac{1}{3} \left( \frac{1}{n} - \frac{1}{n+1} \right) \left( 1 - \frac{1}{2n} \right) \leq \int_0^1 x^2 \, dx \leq \frac{1}{3} \left( 1 + \frac{1}{n} \right) \left( 1 + \frac{1}{2n} \right).
\]

Considering the limit as \( n \to \infty \) yields
\[
\int_0^1 x^2 \, dx = \frac{1}{3}.
\]

13.18 Exercise
(1) Prove that, given any natural number \( n \),
\[
\int_0^1 x^n \, dx = \left[ \frac{1}{n+1} x^{n+1} \right]_0^1
\]

Show that the same result holds if \( n \) is replaced by any rational number \( \alpha \neq -1 \) provided that \( 0 < a < b \).

(2) Since the integrand is a square, the following result must be wrong. Explain why.
\[
\int_0^1 \frac{x \, dx}{(x-1)^2} = \left[ -\frac{1}{x-1} \right]_0^1 = -1 = -2.
\]

(3) If \( \alpha \) is a positive rational number, prove that
\[
\lim_{n \to \infty} \int_0^1 \frac{1}{n+1} \left( 1^\alpha + 2^\alpha + 3^\alpha + \ldots + n^\alpha \right) = \frac{1}{\alpha+1}.
\]

13.19 More properties of the integral
In §13.3 we mentioned some properties of the integral. Theorem 13.8 is particularly important but its proof which we obtained directly from the definition was long and laborious. We used the properties examined in §13.3 to prove the theorems which connect integration with differentiation. Having proved these theorems, we can now obtain the rest of the properties of the integral very easily.

13.20 Theorem Suppose that \( f \) and \( g \) are continuous on \([a, b]\) and that \( \lambda \) and \( \mu \) are any real numbers. Then
\[
\int_a^b \left( \lambda f(t) + \mu g(t) \right) \, dt = \lambda \int_a^b f(t) \, dt + \mu \int_a^b g(t) \, dt.
\]

Proof Let \( F \) and \( G \) be primitives of \( f \) and \( g \) respectively on \([a, b]\). By theorem 10.9(i) the function \( H = \lambda F + \mu G \) is a primitive of \( \lambda f + \mu g \) on \([a, b]\).

Hence, by theorem 13.14,
\[
\int_a^b \left( \lambda f(t) + \mu g(t) \right) \, dt = \int_a^b (\lambda f(t) + \mu g(t)) \, dt = \lambda \int_a^b f(t) \, dt + \mu \int_a^b g(t) \, dt.
\]

13.21 Theorem (Integration by parts) Suppose that \( f \) and \( g \) are continuous on \([a, b]\) and have primitives \( F \) and \( G \) respectively on \([a, b]\). Then
\[
\int_a^b f(t)G(t) \, dt = [F(t)G(t)]_a^b - \int_a^b F(t)g(t) \, dt.
\]

**Proof** By theorem 10.9(ii),
\[D(FG) = fG + Fg\]
and thus \(FG\) is a primitive of \(fG + Fg\) on \([a, b]\). Hence
\[
\int_a^b [f(t)G(t) + F(t)g(t)] \, dt = [F(t)G(t)]_a^b
\]
and the theorem follows.

As is clear from its proof, the formula for integrating by parts is just the integral analogue of the formula for differentiating a product. The next result is the integral analogue of the formula for differentiating a composite function, i.e. a 'function of a function'. It is the rule for changing the variable in an integral and is usually remembered in the form
\[
dt = \frac{du}{d\phi(u)} \, du.
\]

**Theorem** Suppose that \(f\) has a derivative which is continuous on \([a, b]\) and that \(f\) is continuous on an open interval which contains the image of \([a, b]\) under \(\phi\). Then
\[
\int_{\phi(a)}^{\phi(b)} f(t) \, dt = \int_a^b f(\phi(u))\phi'(u) \, du.
\]

**Proof** Let
\[F(x) = \int_x^e f(t) \, dt.
\]
From theorem 10.13 and theorem 13.12,
\[
\frac{d}{du} F(\phi(u)) = F'(\phi(u))\phi'(u) = f(\phi(u))\phi'(u).
\]
It follows from theorem 13.14 that
\[
\int_a^b f(\phi(u))\phi'(u) \, du = [F(\phi(u))]_a^b
\]
and this is what had to be proved.

**Theorem** Suppose that \(f\) and \(g\) are continuous on \([a, b]\) and that, for any \(t \in [a, b]\), \(f(t) \leq g(t)\). Then
\[
\int_a^b f(t) \, dt \leq \int_a^b g(t) \, dt.
\]

**Proof** Let \(H\) be a primitive of \(g - f\) on \([a, b]\). Then
\[DH(t) = g(t) - f(t) > 0 \quad (a < t < b)\]
and hence \(H(b) > H(a)\) and hence
\[
\int_a^b [g(t) - f(t)] \, dt = H(b) - H(a) > 0.
\]

**Theorem** Suppose that \(f\) is continuous on \([a, b]\). Then
\[
\left| \int_a^b f(t) \, dt \right| \leq \int_a^b |f(t)| \, dt.
\]

**Proof** Since \(-|f(t)| \leq f(t) \leq |f(t)|\), it follows that
\[
-\int_a^b |f(t)| \, dt \leq \int_a^b f(t) \, dt \leq \int_a^b |f(t)| \, dt
\]
and hence the result. (Note that \(|f| = \{f^2\}_2\) and is therefore continuous.)

**Theorem (Cauchy-Schwarz inequality)** Suppose that \(f\) and \(g\) are continuous on \([a, b]\). Then
\[
\left\{ \int_a^b f(t)g(t) \, dt \right\}^2 \leq \int_a^b \{f(t)\}^2 \, dt \int_a^b \{g(t)\}^2 \, dt.
\]

**Proof** This is much the same as that of example 1.11. For any \(x, 0 < \int_a^b [xf(i) + g(i)]^2 \, dt
\]
\[
= x^2 \int_a^b \{f(i)\}^2 \, dt + 2x \int_a^b f(i)g(i) \, dt + \int_a^b \{g(i)\}^2 \, dt
\]
\[= Ax^2 + 2Bx + C.
\]
Thus the quadratic equation \(Ax^2 + 2Bx + C = 0\) cannot have two (distinct) roots. Hence
\[B^2 < AC
\]
as required.

**Exercise**

1. Suppose that \(g\) is continuous on \([a, b]\) and that \(g(t) > 0 \quad (a < t < b)\). Prove that
\[
\int_a^b g(t) \, dt = 0
\]
if and only if \(g(t) = 0\) for each \(t \in [a, b]\).
(2) Suppose that \( f \) is twice differentiable on \([a, b]\) and that \( f'' \) is continuous on \([a, b]\). Prove that

\[
\int_a^b xf''(x) \, dx = \{bf'(b) - f(b)\} - \{af'(a) - f(a)\}.
\]

*(3) Let \( f \) be positive and continuous on \([1, \infty)\). Suppose that \( f' \) is bounded. Prove that

\[
\int_1^\infty \frac{f(x)}{x} \, dx = \lim_{t \to \infty} \int_1^t \frac{f(x)}{x} \, dx = \lim_{t \to \infty} \left( \frac{1}{t} \right) = \lim_{x \to \infty} \left( \frac{1}{x} \right) = 1.
\]

On the other hand, if \( 0 < y < 1 \),

\[
\int_y^1 \frac{dx}{x^2} = \lim_{t \to 0^+} \int_y^t \frac{dx}{x^2} = \lim_{t \to 0^+} \left[ -\frac{1}{x} \right]_y^t = \frac{1}{y} - 1 \to +\infty \text{ as } y \to 0^+.
\]

and hence the improper integral \( \int_1^y \frac{dx}{x^2} \) does not exist.

(ii) \( \int_1^\infty \frac{dx}{\sqrt{x}} = \lim_{y \to 0^+} \int_y^1 \frac{dx}{\sqrt{x}} = \lim_{y \to 0^+} \left[ 2\sqrt{x} \right]_y^1 = \lim_{y \to 0^+} (2 - 2\sqrt{y}) = 2.
\]

(iii) Note finally the following example. Observe that \( f'' < 0 \) on \([a, b]\).

\[
\int_0^1 x \, dx = \frac{1}{2} x^2 - \frac{1}{2} x^2 \to 0 \text{ as } X \to +\infty.
\]

The integrals defined in this section are called \textit{improper} because they are not given by the definition of \( \text{§} 13.2 \). It is perhaps pedantic to include the little
arrows in the notation for improper integrals and most authors would simply delete them. But for those who propose to study integration more deeply, it is probably better not to do without the little arrows since this will avoid confusion with the differing definitions of the powerful Lebesque theory of integration.

13.29 Proposition Suppose that \( \phi \) is a function which is continuous and non-negative on the open interval \( I \). Suppose also that \( f \) is continuous on \( I \) and satisfies

\[
|f(x)| \leq \phi(x) \quad (x \in I).
\]

If the improper integral of \( \phi \) over the interval \( I \) exists, then so does that of \( f \).

This is, of course, an analogue of the comparison test (theorem 6.15), for series and may be proved in much the same way. If \( f \) happens to be non-negative on \( I \) a simpler proof may be based on theorem 12.4 concerning the convergence of monotone functions.

13.30 Example To prove the existence of the integral

\[
\int_1^{+\infty} \frac{dx}{1 + x^2}
\]

we simply have to observe that, for any \( x \geq 1 \),

\[
\frac{dx}{1 + x^2} \leq \frac{1}{x^2}.
\]

Since \( \int_0^{+\infty} x^{-2}dx \) exists, the result then follows from proposition 13.29.

13.31 Euler–Maclaurin summation formula

We discuss only a simplified version of this useful result.

13.32 Theorem Let \( f \) be continuous, positive and decreasing on \([1, \infty)\). Then the sequence (\( \Delta_n \)) defined by

\[
\Delta_n = \sum_{k=1}^{n} f(k) - \int_{k-1}^{k} f(x) \, dx
\]

is decreasing and bounded below by zero. Hence it converges.

Proof Since \( f \) decreases, for any \( k = 1, 2, \ldots \),

\[
f(k + 1) \leq \int_{k}^{k+1} f(x) \, dx \leq f(k)
\]

Thus

\[
\Delta_{n+1} - \Delta_n = \left( \sum_{k=1}^{n+1} f(k) - \int_{1}^{n+1} f(x) \, dx \right) - \left( \sum_{k=1}^{n} f(k) - \int_{1}^{n} f(x) \, dx \right)
\]

\[
= f(n+1) - \int_{n}^{n+1} f(x) \, dx \leq f(n+1) - f(n+1) = 0
\]

and so (\( \Delta_n \)) decreases. Also

\[
\Delta_n = \sum_{k=1}^{n} f(k) - \sum_{k=1}^{n} \int_{k}^{k+1} f(x) \, dx
\]

\[
\geq \sum_{k=1}^{n} f(k) - \sum_{k=1}^{n} f(k) = f(n) > 0
\]

and so (\( \Delta_n \)) is bounded below.

From theorem 13.32 it follows that, if \( f \) is positive, continuous and decreasing on \([1, \infty)\), then the series and the improper integral

\[
\sum_{n=1}^{\infty} f(n) \quad \text{and} \quad \int_{1}^{+\infty} f(x) \, dx
\]

either both converge or else both diverge. The theorem therefore provides a criterion for the convergence of a series or an improper integral and for this reason is often referred to as the integral test.

13.33 Example Take \( f(x) = x^{-1} \) in theorem 13.32. We know from theorem 6.5, that the series \( \sum_{n=1}^{\infty} n^{-1} \) diverges to \(+\infty\). From theorem 13.32, we conclude that

\[
\int_{1}^{n} \frac{dx}{x} \to +\infty \quad \text{as} \quad n \to \infty.
\]

In particular, the improper integral \( \int_{1}^{+\infty} x^{-1} \, dx \) does not exist.

13.34 Exercise

(1) Discuss the existence of the following improper integrals.

\[
(i) \int_{0}^{1} \frac{dx}{\sqrt{1-x}} \quad (ii) \int_{0}^{1} \frac{x^2}{(1+x^2)^2} \quad (iii) \int_{0}^{1} \frac{1+x+x^2}{1+x+x^5} \, dx
\]

\[
(iv) \int_{0}^{1} \frac{dx}{(1-x)^{3/2}} \quad (v) \int_{0}^{1} \frac{dx}{(1-x)} \quad (vi) \int_{0}^{1} \frac{dx}{x}
\]

[Hint: for (v) and (vi) recall example 13.33.]

(2) Prove that, for \( 0 < y < \frac{1}{2} \),
\[ \int_{(u/2)^y}^{(u/2)^y} \frac{2x - 1}{x(x - 1)} \, dx = 0. \]

Discuss the existence of the improper integral \[ \int_{-\infty}^{0} \frac{2x - 1}{x(x - 1)} \, dx. \]

(3) Let \( \alpha \) be a rational number with \( \alpha > 1 \). In theorem 6.6 it was shown that the series
\[ \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \]
converges. Base another proof of this result on theorem 13.32.

14 EXPONENTIAL AND LOGARITHM

14.1 Logarithm

We define the logarithm for each \( x > 0 \) by
\[ \log x = \int_{1}^{x} \frac{dt}{t}. \]

It follows immediately from the definition that \( \log 1 = 0 \) and that, for each \( x > 0 \),
\[ D \log x = \frac{1}{x}. \]

Also,
\[ D^2 \log x = -\frac{1}{x^2}. \]

We conclude that the logarithm is strictly increasing and concave on \((0, \infty)\).

Further, in view of example 13.33 and exercise 13.34 (1vi),
\[ \log x \rightarrow +\infty \text{ as } x \rightarrow +\infty \]
and
\[ \log x \rightarrow -\infty \text{ as } x \rightarrow 0^+. \]

(For an alternative proof of these results, see exercise 14.3(1) below.) With this information the graph \( y = \log x \) can easily be drawn.

The number \( e \) is defined by the equation
The value of $e$ is approximately 2.718 (see exercise 15.6(4)).

14.2 **Theorem** Suppose that $x > 0$, $y > 0$ and $r$ is rational. Then

(i) $\log xy = \log x + \log y$
(ii) $\log (x^r) = r \log x$.

**Proof** (i) For a fixed value of $y > 0$, consider the function

$f(x) = \log xy - \log x$.

We have

$f'(x) = \frac{1}{xy} \cdot y - \frac{1}{x} = \frac{y - x}{xy} = 0$

for each $x > 0$. Thus $f$ is constant (theorem 11.7) and

$\log xy - \log x = c \quad (x > 0)$.

To obtain the value of $c$, put $x = 1$. Then

$c = \log y - \log 1 = \log y$.

(ii) Consider the function

$f(x) = \log (x^r) - r \log x$.

We have

$f'(x) = \frac{1}{x^r} \cdot rx^{r-1} - \frac{r}{x} = 0$

Hence $f$ is a constant and

$\log (x^r) - r \log x = c$.

To obtain the value of $c$, put $x = 1$. Then

$c = \log 1 - r \log 1 = 0$.

**Note** The logarithm we are discussing here is the 'natural logarithm'. This is sometimes stressed by writing 'ln' rather than 'log'. In pure mathematics, little occasion arises for the use of logarithms to the base 10 as found in the familiar logarithmic tables.

14.3 **Exercise**

(1) Prove that $\log 2 > 0$. By considering $\log 2^n$ and $\log 2^{-n}$, show that $\log x \to +\infty$ as $x \to +\infty$ and that $\log x \to -\infty$ as $x \to 0^+$. 

(2) Prove that, for each $y > 0$, $\log y \leq y - 1$. If $a$ is a positive rational number and $x > 1$, deduce that

$e$.

Given a positive rational number $r$, prove that

(i) $x^r \log x \to 0$ as $x \to +\infty$  
(ii) $y^r \log y \to 0$ as $y \to 0^+$.

(These results are usually remembered by saying 'powers drown logarithms'.) [Hint: take $0 < r < 1$ when proving (i).]

(3) Show that $F(x) = x \log x - x$ is a primitive for $\log x$ on $(0, \infty)$. Deduce that

$\int_0^1 \log (1 + x) dx = \frac{1}{2} \log 2 - 1$.

Hence show that

$\log \left( \frac{(2n)!}{n!} \right)^{1/n} \to 0$ as $n \to \infty$.

[Hint: recall example 13.17.]

(4) Show that the equation $\log x = ax$ has solutions if and only if $ae \leq 1$. Show that

$e^x \log x \leq x \quad (x > 0)$

with equality if and only if $x = e$.

Suppose that $x_1 > e$ and $x_{n+1} = e \log x_n$ ($n = 1, 2, \ldots$). Prove that $x_n \to e$ as $n \to \infty$.

(5) Prove the existence of a real number $\gamma$ (Euler's constant) with the property that

$1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n} - \log n \to \gamma$ as $n \to \infty$.

[Hint: theorem 13.32.] Hence show that

$\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \ldots = \log 2$.

(6) Evaluate

(i) $D \{ \log x^r \}$ ($x > 0$ and $r$ rational)  
(ii) $D \{ \log \log x \}$ ($x > 1$).

Hence show that the series

$\sum_{n=1}^{\infty} \frac{1}{n^n (\log n)^r}$

converges if $r > 1$ and diverges if $r < 1$. (See theorems 6.5 and 6.6 for comparison.) [Hint: theorem 13.32 again.]
14.4 Exponential

From theorem 12.10 we may deduce the existence of an inverse function to the logarithm. We call this inverse function the exponential function and write

\[ y = \exp x \text{ if and only if } x = \log y. \]

Since the logarithm function has domain \((0, \infty)\) and range \(\mathbb{R}\), the exponential function has domain \(\mathbb{R}\) and range \((0, \infty)\).

![Graph of \( y = \exp x \)]

Observe that the exponential function is strictly increasing on \(\mathbb{R}\) and that

\[ \exp x \to +\infty \text{ as } x \to +\infty \]

\[ \exp x \to 0 \text{ as } x \to -\infty. \]

Also

\[ D \exp x = \frac{1}{D \log y} = \frac{1}{1/y} = y = \exp x. \]

Thus the exponential function is its own derivative.

Exponential and logarithm

14.5 Exercise

(1) If \(x\) and \(y\) are real numbers and \(r\) is rational, prove that

(i) \(\exp (x + y) = (\exp x)(\exp y)\)

(ii) \(\exp (rx) = (\exp x)^r\).

[Hint: These may be deduced from theorem 14.2. Alternatively, they may be proved directly. In the case of (i), for example, by differentiating \(\exp (x + y)/(\exp x)\) with respect to \(x\).]

(2) Prove that, for any rational number \(r\),

(i) \(x^r \exp x \to +\infty \text{ as } x \to +\infty\)

(ii) \(x^r \exp x \to 0 \text{ as } x \to -\infty\).

(Roughly speaking, 'exponentials drown powers'.)

(3) Use L'Hôpital's rule (exercise 11.8(3)) to prove that

\[ \lim_{x \to 0} \frac{\log (1 + x)}{x} = 1. \]

14.6 Powers

If \(a > 0\) and \(r\) is rational, then we have defined the expression \(a^r\). We propose to extend this definition to include non-rational exponents.

If \(a > 0\) and \(x\) is real, we define

\[ a^x = \exp (x \log a). \]

But does this definition agree with our old definition in the case when \(x\) is rational? It follows from theorem 14.2(ii) that, if \(r\) is rational, then

\[ \exp (r \log a) = \exp (\log (a^r)) = a^r. \]

Recall that \(e\) is defined by \(\log e = 1\). Equivalently, \(e = \exp 1\). Observe that

\[ e^x = \exp \{x \log e\} = \exp x \]

which explains the familiar notation for the exponential function.
15 POWER SERIES

15.1 Interval of convergence

A power series about the point \( \xi \) is an expression of the form

\[
\sum_{n=0}^{\infty} a_n (x - \xi)^n
\]

in which \( x \) is a variable.

15.2 Theorem The set of values of \( x \) for which a power series

\[
\sum_{n=0}^{\infty} a_n (x - \xi)^n
\]

converges is an interval with midpoint \( \xi \).

Proof We shall show that, if the power series converges when \( x = y \),
then it converges for all \( x \) satisfying \( |x - \xi| < |y - \xi| \). The theorem then follows.

If the power series converges when \( x = y \), then

\[
a_n(y - \xi)^n \rightarrow 0 \text{ as } n \rightarrow \infty \quad \text{(theorem 6.9)}.
\]

Hence the sequence \( \{a_n(y - \xi)^n\} \) is bounded (theorem 4.25). Thus, for some \( H \),

\[
|a_n(y - \xi)^n| \leq H \quad (n = 1, 2, \ldots).
\]

Now suppose that \( |x - \xi| < |y - \xi| \). Then

\[
\rho = \frac{|x - \xi|}{|y - \xi|} < 1.
\]

Hence

\[
|a_n(x - \xi)^n| = |a_n(y - \xi)^n| \cdot \rho^n \leq H \rho^n \quad (n = 1, 2, \ldots).
\]

The convergence of the power series
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\[ \sum_{n=0}^{\infty} a_n (x - \xi)^n \]

now follows from the comparison test (theorem 6.15) since \( \sum_{n=0}^{\infty} \rho^n \) converges.

We call the set of values of \( x \) for which a power series converges its interval of convergence. If the endpoints of the interval of convergence are \( \xi - R \) and \( \xi + R \), we call \( R \) the radius of convergence of the power series. (If the interval of convergence is the set \( R \) of all real numbers, we say that the radius of convergence is infinite.)

The proof of theorem 15.2 shows that a power series converges absolutely at all points of its interval of convergence with the possible exception of the endpoints. At the endpoints the series may converge absolutely or it may converge conditionally or it may diverge.

It is sometimes useful to observe that the radius of convergence \( R \) is given by

\[
\frac{1}{R} = \limsup_{n \to \infty} |a_n|^{1/n}
\]

and

\[
\frac{1}{R} = \lim_{n \to \infty} \frac{|a_{n+1}|}{|a_n|}.
\]

The formulae are justified by propositions 6.17 and 6.18. In both cases, appropriate conventions must be adopted if the right hand side of the formula happens to be 0 or \( +\infty \). In the second case, of course, the sequence \( |a_{n+1}|/|a_n| \) may oscillate. If this happens, the limit does not exist and so the second formula becomes useless.

15.3 Example We list some power series about the point 0, together with their intervals of convergence. In each case, the radius of convergence can be calculated using the second of the formulae above. In the last three cases one is then left with the problem of whether or not the endpoints of the interval of convergence belong to the interval of convergence.

<table>
<thead>
<tr>
<th>Power series</th>
<th>Interval of convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \sum_{n=0}^{\infty} \frac{x^n}{n!} ]</td>
<td>( \mathbb{R} )</td>
</tr>
<tr>
<td>[ \sum_{n=0}^{\infty} n x^n ]</td>
<td>( {0} )</td>
</tr>
<tr>
<td>[ \sum_{n=0}^{\infty} x^n ]</td>
<td>( (-1,1) )</td>
</tr>
</tbody>
</table>

15.4 Taylor series

Suppose that \( f \) can be differentiated as often as we choose in some open interval \( I \) containing the point \( \xi \). Then its Taylor series expansion about the point \( \xi \) is

\[
\sum_{n=0}^{\infty} \frac{(x-\xi)^n}{n!} f^{(n)}(\xi) = f(\xi) + \frac{(x-\xi)}{1!} f'(\xi) + \frac{(x-\xi)^2}{2!} f''(\xi) + \ldots
\]

It should not be automatically assumed that this power series converges with sum \( f(x) \). Indeed there is no reason, in general, to suppose that it converges at all (except when \( x = \xi \)) and, even if it does converge, its sum need not be \( f(x) \) (see exercise 15.6(6) below). A function \( f \) which is the sum of its Taylor series expansion in some open interval containing \( \xi \) is said to be analytic at the point \( \xi \).

The most natural way of showing that a function is analytic is to prove that the error term in Taylor's theorem (theorem 11.10) tends to zero as \( n \to \infty \).

15.5 Example It is particularly easy to write down the Taylor series expansion of the exponential function about the point 0. If \( f(x) = \exp x \), then \( f^{(n)}(x) = \exp x \). Since \( \exp 0 = 1 \), the expansion is

\[
\sum_{n=0}^{\infty} \frac{x^n}{n!}.
\]

From examples 15.3 we know that this power series converges for all \( x \). Is its sum \( \exp x \)? From Taylor's theorem we know that

\[
\exp x = 1 + \frac{x}{1!} + \frac{x^2}{2!} + \ldots + \frac{x^{n-1}}{(n-1)!} + \frac{x^n}{n!} e^\eta,
\]

where \( \eta \) lies between 0 and \( x \). Hence

\[
\left| \exp x - \left(1 + \frac{x}{1!} + \frac{x^2}{2!} + \ldots + \frac{x^{n-1}}{(n-1)!}\right) \right| = \left| \frac{x^n}{n!} e^\eta \right| < \frac{|x|^n}{n!} e^{|x|} \to 0 \text{ as } n \to \infty
\]
Power series (by exercise 4.20(4) or by theorem 6.9). The partial sums of the power series therefore converge to $e^x$, and thus, for all values of $x$,

$$e^x = 1 + \frac{x}{1!} + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots$$

15.6 Exercise

(1) Determine the intervals of convergence of the following power series

(i) $\sum_{n=1}^{\infty} \left(\frac{x}{n}\right)^n$

(ii) $\sum_{n=0}^{\infty} n! x^n$

(iii) $\sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!}$

(iv) $\sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{(2n+1)!}$

(v) $\sum_{n=1}^{\infty} \frac{(n!)^2}{(2n)!} x^n$

(vi) $\sum_{n=1}^{\infty} \frac{x^n}{\sqrt{n}}$

(2) Prove that the Taylor series expansion of $\log(1 + x)$ about the point 0 is

$$\sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \ldots$$

Using Taylor's theorem in the form given by exercise 13.26(6), show that this power series converges to $\log(1 + x)$ for $-1 < x < 1$. Hence give another proof of the identity

$$\log 2 = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \ldots$$

(see exercise 14.3(5)).

(3) Prove that the application of Taylor's theorem in the form of theorem 11.10 (with $\xi = 0$) to the function $\log(1 + x)$ yields a remainder term of the form

$$E_n = \frac{(-1)^{n-1}}{n} \left(\frac{x}{1 + n}\right)^n$$

where $\eta$ lies between 0 and $x$. For what values of $x$ is it possible to show that $E_n \to 0$ as $n \to \infty$ without further information about the manner in which $\eta$ depends on $x$ and $n$?

(4) Prove that:

$$\frac{1}{(n+1)!} + \frac{1}{(n+2)!} + \ldots < \frac{1}{(n+2)!}$$

Deduce that

\[0 < e - \left[\frac{1}{1!} + \frac{1}{2!} + \frac{1}{3!} + \frac{1}{4!}\right] < \frac{1}{100}\]

and hence show that $2.7083 < e < 2.7184$.

(5) Prove that $e$ is irrational. [Hint: assume that $e = \frac{m}{n}$, where $m$ and $n$ are natural numbers and seek a contradiction using the inequality of question 4.]

(6) Let $f: \mathbb{R} \to \mathbb{R}$ be defined by

$$f(x) = \begin{cases} e^{-1/x^2} & (x \neq 0) \\ 0 & (x = 0) \end{cases}$$

Show that, for any $x \neq 0$,

$$f^{(n)}(x) = P_n \left(\frac{1}{x}\right) e^{-1/x^2}$$

where $P_n$ is a polynomial of degree $3n$. [Hint: use induction.] Using exercise 14.5(2), deduce that, for each natural number $n$,

$$\frac{f^{(n)}(x)}{x} \to 0 \text{ as } x \to 0^+.$$

Hence show that $f$ can be differentiated as many times as we choose at the point 0 and $f^{(n)}(0) = 0$ ($n = 0, 1, 2, \ldots$).

Write down the Taylor series expansion of $f$ about the point 0. For what values of $x$ does this converge to $f(x)$?

15.7 Continuity and differentiation

The following proposition is useful. Its proof has been placed in the appendix since it is somewhat involved. The reader will encounter the proof again at a later stage when studying 'uniform convergence'.

15.8 Proposition Suppose that the power series

$$f(x) = \sum_{n=0}^{\infty} a_n (x - \xi)^n$$

has interval of convergence $I$. Then its sum is continuous on $I$ and differentiable on $I$ (except at the endpoints). Moreover

$$f'(x) = \sum_{n=1}^{\infty} na_n (x - \xi)^{n-1}.$$
15.9 Example Proposition 15.8 allows us to tackle exercise 15.6(2) in an alternative way.

We know that the power series
\[ \sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} \]
has interval of convergence \((-1, 1]\) (see Example 15.3). Hence, by proposition 15.8, it is differentiable on \((-1, 1)\) and
\[
D \left( \sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} \right) = \sum_{n=1}^{\infty} (-1)^{n-1} x^{n-1}
\]
\[ = 1 - x + x^2 - x^3 + \ldots \]
\[ = \frac{1}{1 + x} \quad (-1 < x < 1). \]

It follows that, for each \(x \in (-1, 1)\),
\[
D \left( \log(1 + x) - \sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} \right) = \frac{1}{1 + x} - \frac{1}{1 + x} = 0
\]
and therefore that
\[ \log(1 + x) = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} + c \quad (-1 < x < 1) \]
where \(c\) is a constant (theorem 11.7). By substituting \(x = 0\), we see that the constant \(c = 0\).

Since the power series is continuous on \((-1, 1)\),
\[ \log 2 = \lim_{x \to 1^{-}} \log(1 + x) = \lim_{x \to 1^{-}} \left[ \sum_{n=1}^{\infty} (-1)^{n-1} \frac{x^n}{n} \right] \]
\[ = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{1}{n}. \]

15.10 Exercise

(1) Let \(a\) be a real number. By considering
\[
D \left( (1 + x)^a \sum_{n=0}^{\infty} \frac{a(a-1)\ldots(a-n+1)}{n!} x^n \right)
\]
for \(|x| < 1\), show that
\[(1 + x)^a = 1 + ax + \frac{a(a-1)}{2!} x^2 + \ldots \]
provided that \(|x| < 1\) (general binomial theorem).

(2) Prove that the power series
\[ \sum_{n=0}^{\infty} n^2 x^n \]
converges for \(|x| < 1\) and determine its sum.

(3) Suppose that the power series
\[ f(x) = \sum_{n=0}^{\infty} a_n x^n \]
has interval of convergence \(I\). If \(y \in I\) but is not an endpoint of \(I\), prove that
\[ \int_0^y f(x) dx = \sum_{n=0}^{\infty} \frac{a_n}{n+1} y^{n+1}. \]

(4) Prove that
\[ \sum_{n=0}^{\infty} \frac{1}{n+1} = -\int_0^1 \log(1-x) dx. \]

(5) Suppose that the two power series
\[ \sum_{n=0}^{\infty} a_n (x-\xi)^n, \quad \sum_{n=0}^{\infty} b_n (x-\xi)^n \]
converge in some open interval \(I\) containing \(\xi\). Prove that their sums are equal for each \(x \in I\) if and only if
\[ a_n = b_n (n = 0, 1, 2, \ldots). \]

(6) Suppose that the power series
\[ y = f(x) = \sum_{n=0}^{\infty} a_n x^n \]
converges for all real \(x\) and satisfies the differential equation
\[ \frac{dy}{dx} = y. \]

Show that \(a_{n+1} = \frac{a_n}{n+1} (n = 0, 1, 2, \ldots)\) and deduce that
\[ f(x) = a_0 e^x. \]
16 TRIGONOMETRIC FUNCTIONS

16.1 Introduction

We based our definitions of the exponential and logarithm functions on the formula

\[ \log x = \int_{1}^{x} \frac{dt}{t}. \]

We could equally well have begun with the differential equation

\[ \frac{dy}{dx} = y \]

and defined the exponential function as the sum of a power series as indicated in exercise 15.10(6).

In a similar way, the definitions of the trigonometric functions can be based on the formula

\[ \arctan x = \int_{0}^{x} \frac{dt}{1 + t^2} \]

We prefer, however, to base them on the differential equation

\[ \frac{d^2y}{dx^2} + y = 0. \]

We already have some intuitive ideas about the sine and cosine functions from elementary geometry and trigonometry. It is therefore sensible to begin by indicating why the sine and cosine functions, as conceived of in trigonometry, should be expected to satisfy this differential equation.

In the diagram, the angle \( x \) is measured in radians and \( y = \sin x \) and \( z = \cos x \).

We obtain

\[ z = \cos x = \frac{dy}{dx}; \quad y = \sin x = - \frac{dz}{dx} \]

from which it follows that

\[ \frac{d^2y}{dx^2} = \frac{dx}{dz} = -y; \quad \frac{d^2z}{dx^2} = - \frac{dy}{dx} = -z. \]

16.2 Sine and cosine

Suppose that the power series

\[ f(x) = \sum_{n=0}^{\infty} a_n x^n \]

converges for all real values of \( x \) and that

\[ f''(x) + f(x) = 0. \]

By proposition 15.8,

\[ f(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_n x^n + \ldots \]

\[ f'(x) = a_1 + 2a_2 x + 3a_3 x^2 + \ldots + (n+1)a_{n+1} x^n + \ldots \]

\[ f''(x) = 2a_2 + 3.2a_3 x + 4.3a_4 x^2 + \ldots + (n+2)(n+1)a_{n+2} x^n + \ldots \]

Thus, to satisfy the differential equation, \( a_0 \) and \( a_1 \) may be chosen in any way, but then the remaining coefficients must be chosen to satisfy

\[ (n+2)(n+1)a_{n+2} + a_n = 0 \quad (n = 0, 1, 2, \ldots). \]

This recurrence relation is readily solved and we obtain

\[ f(x) = a_0 \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!} + a_1 \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{(2n+1)!}. \]

We want \( \sin 0 = 0 \) and \( D \sin 0 = \cos 0 = 1 \). We therefore define

\[ \sin x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{(2n+1)!} = x - \frac{x^3}{3!} + \ldots \]

Similarly

\[ \cos x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!} = 1 - \frac{x^2}{2!} + \ldots \]

Trigonometric functions
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Both these power series converge for all values of $x$ by comparison with the power series for $e^x$.

Note that we take these formulae as definitions. The definitions of elementary trigonometry concerning the 'opposite', the 'adjacent' and the 'hypotenuse' are not precise enough for our purposes in this book. The remarks of §16.1 are simply intended to indicate why we chose to define sine and cosine as we did.

16.3 Exercise

(1) Prove the following.

(i) $\cos 0 = 1$

(ii) $\sin 0 = 0$

(iii) $\cos (-x) = \cos x$

(iv) $\sin (-x) = -\sin x$.

Show that, for all values of $x$,

(v) $D \cos x = -\sin x$

(vi) $D \sin x = \cos x$.

(2) Let $y$ be any real number and define

$g(x) = \sin (x + y) - \sin x \cos y - \cos x \sin y$

$h(x) = \cos (x + y) - \cos x \cos y + \sin x \sin y$.

Differentiate $(g(x))^2 + (h(x))^2$ with respect to $x$ and hence show that, for all values of $x$ and $y$,

$\sin (x + y) = \sin x \cos y + \cos x \sin y$

$\cos (x + y) = \cos x \cos y - \sin x \sin y$.

(3) Use the previous question to prove the following.

(i) $\cos^2 x + \sin^2 x = 1$

(ii) $|\cos x| \leq 1$ and $|\sin x| \leq 1$

(iii) $\sin 2x = 2 \sin x \cos x$

(iv) $\cos 2x = \cos^2 x - \sin^2 x$.

(4) Use L'Hôpital's rule to prove that

(i) $\lim_{x \to 0} \frac{\sin x}{x} = 1$

(ii) $\lim_{x \to 0} \frac{1 - \cos x}{x^2} = \frac{1}{2}$.

(5) Use the mean value theorem to show that, for all values of $x$

$$|\frac{\sin x}{x}| \leq 1.$$ 

Hence show that the series $\sum_{n=1}^{\infty} \sin (1/n)$ converges. Discuss the convergence of $\sum_{n=1}^{\infty} \sin (1/n)$.

16.4 Periodicity

Since $\cos 0 = 1$ and $\cos (-x) = \cos x$ and the cosine function is continuous, there exists a $\xi > 0$ such that $\cos x > 0$ for $x \in (-\xi, \xi)$. But the cosine function is not positive all the time. If this were the case, then it would follow from the formula $D^2 \cos x = -\cos x$ that the cosine function was concave. But a bounded, differentiable function cannot be concave unless it is constant (exercise 12.21(5)).

It follows that there exists a smallest positive number $\xi$ for which $\cos \xi = 0$. We define the real number $\pi$ by

$$\frac{\xi}{2} = \pi.$$

By definition, $\cos \frac{\pi}{2} = \cos (-\frac{\pi}{2}) = 0$ and $\cos x > 0$ for $-\frac{\pi}{2} < x < \frac{\pi}{2}$. We show that $\frac{\pi}{2} = 1$. It follows from the formula $\cos^2 x + \sin^2 x = 1$ that $\sin \frac{\pi}{2} = 1$. But $\sin x = \cos x$ and the sine function increases on $[-\frac{\pi}{2}, \frac{\pi}{2}]$. Since $\sin 0 = 0$ it follows that $\sin \pi > 0$.

We now appeal to the formulae of exercise 16.3(2). We have

$$\sin (x + \frac{\pi}{2}) = \sin x \cos \frac{\pi}{2} = \cos x$$

$$\cos (x + \frac{\pi}{2}) = \cos x \cos \frac{\pi}{2} - \sin x \sin \frac{\pi}{2} = -\sin x$$

from which it follows, in turn, that

$$\sin (x + 2\pi) = \sin x$$

$$\cos (x + 2\pi) = \cos x.$$
16.5 Exercise

(1) Prove that the cosine function decreases on \([0, \pi]\) and increases on \([\pi, 2\pi]\). Prove that it is concave on \([-\pi, 0]\) and convex on \([0, \pi]\).

(2) We define the tangent function by

\[ \tan x = \frac{\sin x}{\cos x} \quad (x \neq (n + \frac{1}{2})\pi; n = 0, \pm 1, \pm 2, \ldots). \]

Prove that \(\tan (x + \pi) = \tan x\) provided that \(x \neq (n + \frac{1}{2})\pi\) where \(n = 0, \pm 1, \pm 2, \ldots\). Show that the tangent function is strictly increasing on \((-\frac{\pi}{2}, \frac{\pi}{2})\) and that \(\tan x \to -\infty\) as \(x \to \frac{\pi}{2}^-\) and \(\tan x \to -\infty\) as \(x \to -\frac{\pi}{2}^+\).

(3) Show that the sine function is strictly increasing and continuous on \([-\pi, \pi]\) and that the image of this interval under the sine function is \([-1, 1]\). If we ignore the fact that the sine function is defined outside the interval \([-\frac{1}{2}, \frac{1}{2}\pi]\), the function we obtain therefore admits an inverse function with domain \([-1, 1]\) and range \([-\frac{1}{2}\pi, \frac{1}{2}\pi]\). We call this function the arcsine function. Draw a graph of this function and calculate \(D \arcsin x\) for \(-1 < x < 1\). (Some authors use the notation \(\sin^{-1} x\), but we prefer not to, since the sine function has no inverse. The arcsine function is the inverse of the restriction of the sine function to \([-\frac{1}{2}\pi, \frac{1}{2}\pi]\)).

Discuss the arccosine function obtained as the inverse of the restriction of the cosine function to \([0, \pi]\). Calculate \(D \arccos x\) and explain how the arcsine and arccosine functions are related.

(4) Show that the arctangent function, obtained as the inverse of the restriction of the tangent function to \((-\frac{1}{2}\pi, \frac{1}{2}\pi)\), has domain \(\mathbb{R}\) and range \((-\frac{1}{2}\pi, \frac{1}{2}\pi)\). Draw a graph and calculate \(D \arctan x\). Hence show that

\[ \int_{-\infty}^{+\infty} \frac{dx}{1 + x^2} = \pi. \]

†(5) Suppose that \(f\) has a continuous derivative on \(\mathbb{R}\) and that

\[ f(x) + f(y) = f \left( \frac{x + y}{1 - xy} \right) \]

for each \(x\) and \(y\) such that \(xy < 1\). Prove that, for some constant \(C\), \(f(x) = C \arctan x\). By writing \(x = y\) in the formula and considering what happens when \(x \to 1^-\), prove that \(\arctan 1 = \frac{\pi}{4}\).

Show that, for \(-1 < x < 1\),

\[ \arctan x = x - \frac{x^3}{3} + \frac{x^5}{5} - \frac{x^7}{7} + \ldots \]
17 THE GAMMA FUNCTION

17.1 Stirling's formula

If \( (a_n) \) and \( (b_n) \) are sequences of real numbers, the notation \( a_n \sim b_n \) means that

\[
\frac{a_n}{b_n} \to 1 \text{ as } n \to \infty.
\]

17.2 Proposition (Stirling's formula)

\[ n! \sim \sqrt{2\pi n} \frac{n^n}{e^n}. \]

Proof Consider the sequence \( (d_n) \) defined by

\[ d_n = \log n! - (n + \frac{1}{2}) \log n + n. \]

We seek to show that \( (d_n) \) decreases and so we examine the sign of

\[
d_n - d_{n+1} = -\log (n + 1) - (n + \frac{1}{2}) \log n + (n + \frac{1}{2}) \log (n + 1) - 1
\]

\[
= \left( n + \frac{1}{2} \right) \log \left( \frac{n + 1}{n} \right) - 1
\]

\[
= \frac{2n + 1}{2} \log \left( \frac{1 + (2n + 1)^{-1}}{1 - (2n + 1)^{-1}} \right) - 1.
\]

But, for \( |x| < 1 \),

\[
f(x) = \frac{1}{2x} \log \left( \frac{1 + x}{1 - x} \right) - 1
\]

\[
= \frac{1}{2x} \left[ \left( \frac{x - x^2}{2} + \frac{x^3}{3} - \ldots \right) - \left( \frac{x - x^2}{2} - \frac{x^3}{3} - \ldots \right) \right] - 1
\]

\[
= \frac{x^2}{2} + \frac{x^4}{5} + \frac{x^6}{7} + \ldots
\]

In particular, \( f(x) \geq 0 \) for \( |x| < 1 \) and thus \( d_n - d_{n+1} \geq 0 \) \( (n = 1, 2, \ldots) \).

Therefore \( (d_n) \) decreases.

From (1) it also follows that, for \( |x| < 1 \),

\[
f(x) = \frac{x^2}{3} \left\{ 1 + x^2 + x^4 + \ldots \right\}
\]

\[
= \frac{x^2}{3(1 - x^2)}
\]

Thus

\[
d_n - d_{n+1} \leq \frac{1}{3} \left\{ \frac{1}{(2n + 1)^2} - 1 \right\} = \frac{1}{12n} - \frac{1}{12(n + 1)}
\]

It follows that the sequence \( (d_n - (12n)^{-1}) \) is increasing. In particular,

\[
d_n - (12n)^{-1} \geq d_1 - \frac{1}{12} \quad (n = 1, 2, \ldots)
\]

and hence the sequence \( (d_n) \) is bounded below. Since \( (d_n) \) decreases, it follows that \( (d_n) \) converges.

Suppose that \( d_n \to d \) as \( n \to \infty \). Since the exponential function is continuous at every point, \( \exp d_n \to \exp d \) as \( n \to \infty \). Let \( C = \exp d \) then

\[
\frac{n!}{n^{2n} e^{-n}} \to C \text{ as } n \to \infty.
\]

It remains to show that \( C = \sqrt{(2\pi)} \). We leave this as an exercise (exercise 17.4(1) and (2)).

17.3 The gamma function

The gamma function is defined on \((0, \infty)\) by the formula

\[ \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} \, dt \quad (x > 0). \]

To justify the existence of the improper integral, we appeal to proposition 13.29.

In view of the inequality

\[ t^{x-1} e^{-t} \leq t^{x-1} \quad (t > 0) \]

the existence of the integral \( \int_0^1 t^{x-1} e^{-t} \, dt \) follows from that of \( \int_0^1 t^{x-1} \, dt \), provided that \( x > 0 \). Since \( t^{x-1} e^{-t} \to 0 \) as \( t \to +\infty \), we have, for some \( H > 0 \),

\[ t^{x-1} e^{-t} \leq H t^{-2} \quad (t \geq 1) \]

and hence the existence of \( \int_1^\infty t^{x-1} e^{-t} \, dt \) follows from that of \( \int_1^\infty t^{-2} \, dt \).

17.4 Exercise

\[ (1) \text{ Let } I_n = \int_0^{\pi/2} \sin^n x \, dx \quad (n = 0, 1, 2, \ldots). \text{ Prove that } (I_n) \text{ is a decreasing sequence of positive numbers which satisfies } n I_n = (n - 1) I_{n-2} \quad (n = 2, 3, \ldots). \]
Deduce that
\[ \frac{I_{2n}}{I_{2n+1}} \to 1 \] as \( n \to \infty \).

†(2) With the notation of the previous question, establish the identities
\[ I_{2n} = \frac{(2n)!}{(2^n n!)^2} \quad (n = 0, 1, \ldots) \]
\[ I_{2n+1} = \frac{(2^n (n+1))}{(2n+1)!} \quad (n = 0, 1, \ldots). \]

Hence show that the constant \( C \) obtained in \$17.2 satisfies \( C = \sqrt{2\pi} \).

†(3) Let \( d_n = \log n! - (n + \frac{1}{2}) \log n + n \). Show that the sequence \( d_n - (12n)^{-1} \) increases that but the sequence \( d_n - (12n + 1)^{-1} \) decreases. Deduce that
\[ e^{1/(12n+1)} \leq \frac{n!}{\sqrt{(2\pi)n^{n+1}e^{-n}}} \leq e^{1/12n}. \]

Hence estimate the error on approximating to 100! by Stirling's formula. Is this error large or small compared with the value of 100?!

†(4) Show that \( \Gamma(x+1) = x\Gamma(x) (x > 0) \). Deduce that, for \( n = 1, 2, 3, \ldots \),
\[ \Gamma(n+1) = n!. \]

†(5) Prove that the gamma function is continuous on \( (0, \infty) \). \[ \text{[Hint: If } 0 < a < x < y < b, \text{ prove that, for any constant } H \text{ which does not depend on } x \text{ or } y, \Gamma(x) - \Gamma(y) \leq H|x-y|/(\Gamma(a) + \Gamma(b)) \].

†(6) Prove that the logarithm of the gamma function is convex on \( (0, \infty) \). \[ \text{[Hint: exercise 12.21(6) and theorem 13.25.]} \]

17.5† Properties of the gamma function

The gamma function provides a generalisation of the factorial function (see exercise 17.4(4)). Is it the only such generalisation?

17.6† Theorem. Let \( f \) be positive and continuous on \( (0, \infty) \) and let its logarithm be convex on \( (0, \infty) \). If \( f \) satisfies the functional equation
\[ f(x+1) = xf(x) \quad (x > 0) \]
and \( f(1) = 1 \), then
\[ f(x) = \Gamma(x) \quad (x > 0). \]

Proof. The proof consists of showing that, under the hypotheses of the theorem, for each \( x > 0 \),
\[ f(x) = \lim_{n \to \infty} \frac{x^n}{n!} (x + 1) \ldots (x + n)^{x-1} \]

It follows from exercise 17.4(4, 5 and 6) that the gamma function satisfies the hypotheses of the theorem. Since a sequence can have at most one limit, we can therefore conclude from (2) that \( f(x) = \Gamma(x) (x > 0) \).

The proof of (3) uses the convexity of \( \log f \). Suppose that \( s \leq t \leq s + 1 \). Then we may write \( t = \alpha s + \beta (s + 1) \) where \( \alpha > 0, \beta > 0 \) and \( \alpha + \beta = 1 \). Now \( t = (\alpha + \beta)x + \beta = s + \beta \) and to \( \beta = t - s \).

From the convexity of \( \log f \), it follows that
\[ \log f(t) \leq \alpha \log f(s) + \beta \log f(s + 1) \]
\[ = (\alpha f(s))^\alpha (\beta f(s + 1)) \beta \]
\[ = s^\alpha f(s) (s). \]

Since \( s \leq t \leq s + 1 \), we also have \( t - 1 \leq s \leq t \). Making appropriate substitutions in (3), we obtain
\[ f(s) \leq \frac{(t - 1)^{t-1}}{s^{t-s}} f(t - 1) = (t - 1)^{t-1} f(t). \]

Combining (3) and (4) yields the inequality
\[ (t - 1)^{t-s} f(s) \leq f(t) \leq s^{t-s} f(s). \]

Now suppose that \( 0 < x < 1 \) and that \( n \) is a natural number. We may take \( s = n + 1 \) and \( t = x + n + 1 \). Then
\[ (x + n)^n x f(n + 1) \leq f(x + n + 1) \leq (n + 1)^n f(n + 1). \]

From this inequality it follows that
\[ (x + n)^n x f(n + 1) \leq f(x + n + 1) \leq (n + 1)^n f(n + 1). \]

This completes the proof of the formula (2) in the case when \( 0 < x < 1 \). The general case is easily deduced with the help of the functional equation \( f(x + 1) = xf(x) \).

17.7† Exercise

†(1) If \( x > 0 \), prove that
\[ \Gamma(x) = \int_{x^2}^{x^2+1} \left( \frac{1}{t} \right)^{x-1} \, dt. \]
(2) Prove that \( \Gamma(x) \sim \sqrt{(2\pi)x^x}e^{-x} \). This is Stirling's formula for the gamma function. [Hint: see theorem 17.6, inequality (5).]

(3) Use L'Hôpital's rule to show that

\[
\lim_{x \to 0} \left[ \frac{\log(1+x) - x}{x^2} \right] = \frac{1}{2}.
\]

With the help of Stirling's formula for the gamma function, deduce that, for all \( x > 0 \),

\[
(\sqrt{\pi}) f_\mu(u + \sqrt{\mu}) \to \frac{1}{\sqrt{(2\pi)}} e^{-x^2/2} \quad \text{as} \quad u \to +\infty
\]

where

\[
f_\mu(y) = \frac{1}{\Gamma(u)} y^{u-1} e^{-y}.
\]

(4) The beta function is the function of two variables defined for \( x > 0 \) and \( y > 0 \) by the formula

\[
B(x, y) = \int_0^1 t^{x-1} (1-t)^{y-1} \, dt.
\]

Check that the improper integral exists provided that \( x > 0 \) and \( y > 0 \). Prove that, for a given fixed value of \( y > 0 \), \( B(x, y) \) is a positive, continuous function of \( x \) on \((0, \infty)\) whose logarithm is convex on \((0, \infty)\).

(5) With the notation of the previous question, prove that, for a given fixed value of \( y > 0 \), the function \( f: (0, \infty) \to \mathbb{R} \) defined by

\[
f(x) = \frac{\Gamma(x+y)}{\Gamma(y)} B(x, y) \quad (x > 0)
\]

satisfies the conditions of theorem 17.6. Deduce that, for \( x > 0 \) and \( y > 0 \),

\[
B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}.
\]

(6) Use the previous question to evaluate \( \Gamma(\frac{1}{2}) \). Hence show that

\[
\int_{-\infty}^{\infty} e^{-x^2/2} \, dx = \sqrt{2\pi}.
\]
\[ |x_n y_n - lm| = |x_n y_n - x_n m + x_n m - lm| \]
\[ \leq |x_n| \cdot |y_n - m| + |m| \cdot |x_n - l| \] (triangle inequality)
\[ \leq K \cdot |y_n - m| + |m| \cdot |x_n - l| \]
\[ = x_n. \]

But \( x_n \to l \) as \( n \to \infty \) and so \( |x_n - l| \to 0 \) as \( n \to \infty \) (exercise 4.29(i)). Similarly, \( |y_n - m| \to 0 \) as \( n \to \infty \). From proposition 4.8(i), \( x_n \to 0 \) as \( n \to \infty \). The result then follows from corollary 4.11.

(iii) Since \( x_n \to m \) as \( n \to \infty \), \( |y_n| \to |m| \) as \( n \to \infty \) (exercise 4.29(iii)). Since \( m \neq 0 \), \( |m| > 0 \). It follows from exercise 4.29(2) that we can find an \( N \) such that, for any \( n > N \),
\[ |y_n| > \frac{1}{2} |m|. \]

For \( n > N \), consider
\[ \left| \frac{x_n}{y_n} - \frac{l}{m} \right| = \left| \frac{mx_n - y_n l}{my_n} \right| \]
\[ \leq \frac{2}{|m|^2} |mx_n - y_n l|. \]

By proposition 4.8(i), \( mx_n - y_n l \to ml - ml = 0 \) as \( n \to \infty \). The result therefore follows from corollary 4.11.

18.4 Subsequences

**Proposition 5.17** Let \( \{x_n\} \) be a bounded sequence and let \( L \) be the set of all real numbers which are the limit of some subsequence of \( \{x_n\} \). Then \( L \) has a maximum and a minimum.

**Proof** The set \( L \) is non-empty (Bolzano-Weierstrass theorem) and bounded (theorem 4.23). Hence \( L \) has a smallest upper bound \( \bar{l} \). We seek to show that \( \bar{l} \in L \), i.e. there exists a subsequence \( \{x_{n_r}\} \) such that \( x_{n_r} \to \bar{l} \) as \( r \to \infty \).

Let \( \varepsilon > 0 \). Then \( \frac{1}{2} \varepsilon > 0 \). Since \( \bar{l} \) is the smallest upper bound of \( L \), \( \bar{l} - \frac{1}{2} \varepsilon \) is not an upper bound of \( L \). Hence there exists an \( l \in L \) such that
\[ \bar{l} - \frac{1}{2} \varepsilon < l < \bar{l}. \]
and therefore
\[ |l - \bar{l}| < \frac{1}{2} \varepsilon. \] (1)

Because \( l \in L \), we can find a subsequence \( \{x_{n_r}\} \) which satisfies \( x_{n_r} \to l \) as \( r \to \infty \). Hence there exists an \( N \) such that, for any \( r > N \),
\[ |x_{n_r} - l| < \frac{1}{2} \varepsilon. \] (2)

Taking (1) and (2) together, we obtain, for any \( r > R \),
\[ |x_{n_r} - \bar{l}| = |x_{n_r} - l + l - \bar{l}| \]
\[ \leq |x_{n_r} - l| + |l - \bar{l}| \]
\[ < \frac{1}{2} \varepsilon + \frac{1}{2} \varepsilon = \varepsilon \]
i.e. for any \( r > R \),
\[ |x_{n_r} - \bar{l}| < \varepsilon. \]
This does not conclude the proof since the subsequence \( \{x_{n_r}\} \) will change as \( \varepsilon \) changes. All we have shown is that, given any \( \varepsilon > 0 \), there exists an infinite collection of terms \( x_n \) of the sequence \( \{x_n\} \) which satisfy
\[ |x_n - \bar{l}| < \varepsilon. \] (3)
With this information, we construct inductively a subsequence \( \{x_{n_r}\} \) which satisfies \( x_{n_r} \to \bar{l} \) as \( r \to \infty \).

Take \( \varepsilon = 1 \) in (3). Then there exists an \( n_1 \) such that \( |x_{n_1} - \bar{l}| < 1 \). Take \( \varepsilon = \frac{1}{2} \) in (3). Then there exists an \( n_2 > n_1 \) such that \( |x_{n_2} - \bar{l}| < \frac{1}{2} \). In this way we construct a subsequence \( \{x_{n_r}\} \) which satisfies
\[ |x_{n_r} - \bar{l}| < \frac{1}{r} \]
and hence \( x_{n_r} \to \bar{l} \) as \( r \to \infty \) (sandwich theorem).
A similar argument shows that the infimum \( \underline{l} \) of \( L \) also belongs to \( L \).

**Proposition 5.18** Any convergent sequence is a Cauchy sequence.

**Proof** Let \( \varepsilon > 0 \) be given. Then \( \frac{1}{2} \varepsilon > 0 \). If \( x_n \to l \) as \( n \to \infty \), then we can find an \( N \) such that, for any \( n > N \),
\[ |x_n - l| < \frac{1}{2} \varepsilon. \]
Equally, for any \( m > N \),
\[ |x_m - l| < \frac{1}{2} \varepsilon. \]
Thus, if \( m > N \) and \( n > N \),
\[ |x_n - x_m| = |x_n - l + l - x_m| \]
\[ \leq |x_n - l| + |x_m - l| < \frac{1}{2} \varepsilon + \frac{1}{2} \varepsilon = \varepsilon \]
and thus \( \{x_n\} \) is a Cauchy sequence.

**Proposition 5.19** Any Cauchy sequence is bounded.

**Proof** Let \( \{x_n\} \) be a Cauchy sequence. It is true that, for any \( \varepsilon > 0 \), we can find an \( N \) such that, for any \( n > N \) and any \( m > N \), \( |x_n - x_m| < \varepsilon \). In particular, this is true when \( \varepsilon = 1 \), i.e. there exists an \( N_1 \) such that, for any \( n > N_1 \),
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and any \( m > N_i \),
\[
| x_n - x_m | < 1.
\]
Take \( m = N_1 + 1 \). Then, by theorem 1.18, for any \( n > N_1 \),
\[
| x_n - x_{N_1} | < 1
\]
and it follows that \( | x_n | < K \) for \( n = 1, 2, \ldots \).

18.5 Tests for convergence of series

Proposition 6.17 (ratio test)
Let \( \sum_{n=1}^{\infty} a_n \) be a series which satisfies
\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = l.
\]
If \( l > 1 \), the series diverges and, if \( l < 1 \), the series converges.

Proof The text indicates the proof for the case \( l < 1 \). If \( l > 1 \), we may take \( \varepsilon > 0 \) so small that \( l - \varepsilon > 1 \). Then, for a sufficiently large value of \( N \),
\[
| a_n | = \left| \frac{a_{n+1}}{a_{n-1}} \right| \cdots \left| \frac{a_{N+1}}{a_{N-1}} \right| \cdot | a_{N+1} | > (l - \varepsilon)^N \cdot | a_{N+1} | \to +\infty \text{ as } n \to \infty.
\]
Hence \( a_n \to 0 \) as \( n \to \infty \) and so \( \sum_{n=1}^{\infty} a_n \) diverges.

Proposition 6.18 (nth root test) Let \( \sum_{n=1}^{\infty} a_n \) be a series which satisfies
\[
\limsup_{n \to \infty} | a_n |^{1/n} = l.
\]
If \( l > 1 \), the series diverges and, if \( l < 1 \), the series converges.

Proof Let \( x_n = | a_n |^{1/n} \). If \( l < 1 \), we may choose \( \varepsilon > 0 \) so small that
\[
| x_n < l - \varepsilon | \quad \text{i.e.} \quad | a_n | < (l - \varepsilon)^n.
\]
Since \( \sum_{n=1}^{\infty} (l - \varepsilon)^n \) converges, the convergence of \( \sum_{n=1}^{\infty} a_n \) follows from the comparison test.
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If \( l > 1 \), we may choose \( \varepsilon > 0 \) so small that \( l - \varepsilon > 1 \). Let \( (x_n) \) be a subsequence such that \( x_{n_r} \to l \) as \( r \to \infty \) (proposition 5.13). We can find an \( R \) such that, for any \( r > R \),
\[
| a_{n_r} | > (l - \varepsilon)^n \to +\infty \text{ as } r \to \infty.
\]
Hence \( a_n \to 0 \) as \( n \to \infty \) (theorem 5.2) and thus \( \sum_{n=1}^{\infty} a_n \) diverges.

18.6 Limits of functions

Proposition 8.4 Let \( f \) be defined on an interval \((a, b)\) except possibly at a point \( \xi \in (a, b) \). Then \( f(x) \to l \) as \( x \to \xi \) if and only if \( f(x) \to l \) as \( x \to \xi^- \) and \( f(x) \to l \) as \( x \to \xi^+ \).

Proof (i) Suppose that \( f(x) \to l \) as \( x \to \xi \). Let \( \varepsilon > 0 \) be given. Then we can find a \( \delta > 0 \) such that
\[
| f(x) - l | < \varepsilon \quad \text{provided that } 0 < | x - \xi | < \delta.
\]
But \( \xi - \delta < \xi < \xi + \delta \) implies that \( 0 < | x - \xi | < \delta \) (see §8.3). Hence \( \xi - \delta < \xi < \xi + \delta \) implies that \( | f(x) - l | < \varepsilon \). Thus \( f(x) \to l \) as \( x \to \xi^- \).

Similarly, \( \xi - \delta < \xi < \xi + \delta \) implies that \( 0 < | x - \xi | < \delta \). Hence \( \xi - \delta < \xi < \xi + \delta \) implies that \( | f(x) - l | < \varepsilon \). Thus \( f(x) \to l \) as \( x \to \xi^+ \).

(ii) Suppose that \( f(x) \to l \) as \( x \to \xi^- \) and \( f(x) \to l \) as \( x \to \xi^+ \). Let \( \varepsilon > 0 \) be given. We can find a \( \delta_1 > 0 \) such that \( | f(x) - l | < \varepsilon \) provided that
\[
| x - \xi | < \delta_1 \quad \text{i.e.} \quad | x - \xi | < \xi + \delta \quad \text{and} \quad x \neq \xi.
\]
Also we can find a \( \delta_2 > 0 \) such that \( | f(x) - l | < \varepsilon \) provided that
\[
| x - \xi | < \delta_2 \quad \text{i.e.} \quad 0 < | x - \xi | < \xi + \delta_2\]
Let \( \delta = \min \{ \delta_1, \delta_2 \} \). Then \( | f(x) - l | < \varepsilon \) provided that
\[
| x - \xi | < \delta \quad \text{i.e.} \quad \xi - \delta < x < \xi + \delta \quad \text{and} \quad x \neq \xi.
\]
Thus \( f(x) \to l \) as \( x \to \xi \).

Proposition 8.12 Let \( f \) and \( g \) be defined on an interval except possibly at \( \xi \in (a, b) \). Suppose that \( f(x) \to l \) as \( x \to \xi \) and \( g(x) \to m \) as \( x \to \xi \) and suppose that \( \lambda \) and \( \mu \) are any real numbers. Then
(i) \( \lambda f(x) + \mu g(x) \to \lambda l + \mu m \) as \( x \to \xi \)
(ii) \( f(x) g(x) \to l m \) as \( x \to \xi \)
Appendix

(III) \( f(x)g(x) \to l/m \) as \( x \to \xi \) (provided \( m \neq 0 \)).

**Proof** (I) Let \( (x_n) \) be any sequence of points of \( (a, b) \) such that \( x_n \neq \xi \)
\((n = 1, 2, \ldots )\) and \( x_n \to \xi \) as \( n \to \infty \). By theorem 8.9, 
\( f(x_n) \to l \) as \( n \to \infty \) and 
\( g(x_n) \to m \) as \( n \to \infty \). By proposition 4.8 (i)
\[ \lambda f(x_n) + \mu g(x_n) \to \lambda l + \mu m \] as \( n \to \infty \).

Appealing to theorem 8.9 again we obtain
\[ \lambda f(x) + \mu g(x) \to \lambda l + \mu m \] as \( x \to \xi \).

Items (ii) and (iii) are proved in exactly the same way.

**Proposition 8.14.** Let \( f, g \) and \( h \) be defined on \( (a, b) \) except possibly at \( \xi \in (a, b) \). Suppose that \( g(x) \to l \) as \( x \to \xi \), \( h(x) \to l \) as \( x \to \xi \) and that
\[ g(x) \leq f(x) \leq h(x) \]
except possibly when \( x = \xi \). Then \( f(x) \to l \) as \( x \to \xi \).

**Proof** Let \( (x_n) \) be a sequence of points of \( (a, b) \) such that \( x_n \neq \xi \)
\((n = 1, 2, \ldots )\) and \( x_n \to \xi \) as \( n \to \infty \). By theorem 8.9, 
\( g(x_n) \to l \) as \( n \to \infty \) and 
\( h(x_n) \to l \) as \( n \to \infty \). Since \( g(x_n) \leq f(x_n) \leq h(x_n) \), it follows from theorem 4.10
that \( f(x_n) \to l \) as \( n \to \infty \). Hence \( f(x) \to l \) as \( x \to \xi \) by theorem 8.9.

18.7 Continuity

**Proposition 9.3** Let \( f \) be defined on an interval. Then \( f \) is continuous
on \( I \) if and only if, given any \( x \in I \) and any \( \epsilon > 0 \), we can find a \( \delta > 0 \) such that
\[ |f(x) - f(y)| < \epsilon \]
provided that \( y \in I \) and \( |x - y| < \delta \).

**Proof** If \( x \in I \) but is not an endpoint of \( I \), then the condition \( y \in I \) and 
\( |x - y| < \delta \) is just the same as \( |x - y| < \delta \) provided that \( \delta \) is sufficiently small.
The criterion given in the proposition therefore reduces to the assertion that
\( f(y) \to f(x) \) as \( y \to x \), i.e. \( f \) is continuous at \( x \).

Suppose that \( x \in I \) and is a left hand endpoint of \( I \). The condition \( y \in I \) and 
\( |x - y| < \delta \) reduces to \( x \leq y < x + \delta \), provided that \( \delta \) is sufficiently small.
The criterion of the proposition therefore reduces to \( f(y) \to f(x) \) as \( y \to x + \delta \),
i.e. \( f \) is continuous on the right at \( x \). Similarly if \( x \in I \) and is a right hand end-
point.

Proposition 9.4, 9.5 and 9.6 are entirely trivial consequences of the results
indicated in the text.

§18.8 Integration

**Proposition 13.4** is proved in §13.2.

**Proposition 13.7** Let \( f \) be continuous on \( [a, b] \) and let \( c \) be constant.

Then
\[ \int_a^b \{ f(t) + c \} dt = \int_a^b f(t) dt + c(b - a). \]

**Proof** Let \( P = \{ y_0, y_1, y_2, \ldots, y_n \} \) denote a partition of \( [a, b] \). We have
\[ m_{[x]}^{(f+c)} = \inf \{ f(x) + c \} = c + \inf \{ f(x) \} = c + m_{[x]}^{(f)}. \]
Similarly \( m_{[x]}^{(f+c)} = c + m_{[x]}^{(f)} \) \((k = 1, 2, \ldots, n)\). It follows that
\[ S_{[f]}^{(f+c)}(P) = \int_a^b \{ f(t) + c \} dt = \sum_{k=1}^n m_{[x]}^{(f+c)}(y_k - y_{k-1}) = \sum_{k=1}^n m_{[x]}^{(f)}(y_k - y_{k-1}) + c \sum_{k=1}^n (y_k - y_{k-1}) = S_{[f]}^{(f)}(P) + c(b-a). \]

It follows that
\[ \int_a^b \{ f(t) + c \} dt = \sup_P \{ S_{[f]}^{(f+c)}(P) \} = \sup_P \{ S_{[f]}^{(f)}(P) + c(b-a) \} \]
\[ = \sup_P \{ S_{[f]}^{(f)}(P) \} + c(b-a) = \int_a^b f(t) dt + c(b-a). \]

**Proposition 13.29** Suppose that \( \phi \) is a function which is continuous
and non-negative on the open interval \( I \). Suppose also that \( f \) is continuous on \( I \)
and satisfies
\[ |f(x)| \leq \phi(x) \quad (x \in I). \]

If the improper integral of \( \phi \) over the interval \( I \) exists, then so does that of \( f \).

**Proof** We consider only the case when \( I = (0, \infty) \) and the integral
\[ t = \int_0^\infty \phi(x) dx \]
exists. Let
\[ a_n = \int_{n-1}^n f(x) dx; \quad b_n = \int_{n-1}^n \phi(x) dx \quad (n = 1, 2, \ldots). \]

Then the series \( \sum_{n=1}^\infty b_n \) is a convergent series of non-negative terms (with sum \( t \)).

Also
Appendix

\[ |a_n| \leq b_n \quad (n = 1, 2, \ldots) \]

and hence \( \sum_{n=1}^{m} a_n \) converges by the comparison test, i.e.

\[ m = \lim_{N \to \infty} \int_{1}^{N} f(x) \, dx \]

exists. Given any \( X > 0 \), we may take \( N \) to be the smallest natural number satisfying \( N > X \). Then

\[ \left| \int_{1}^{X} f(x) \, dx - \sum_{n=1}^{N-1} f(x) \, dx \right| \leq \int_{1}^{X} |f(x)| \, dx \]

\[ \leq b_N \to 0 \text{ as } N \to \infty. \]

It follows that

\[ \lim_{x \to \infty} \int_{1}^{x} f(x) \, dx = m \]

as required.

18.9 Continuity and differentiation of power series

**Proposition 15.8** Suppose that the power series

\[ f(x) = \sum_{n=0}^{\infty} a_n (x - \xi)^n \]

has interval of convergence \( I \). Then its sum is continuous on \( I \) and differentiable on \( I \) (except at the endpoints). Moreover

\[ f'(x) = \sum_{n=1}^{\infty} n a_n (x - \xi)^{n-1}. \]

**Proof** Let the radius of convergence of the power series be \( R \).

Suppose that \( x \) is any point of \( I \) other than an endpoint. We can then find another point \( x_0 \) of \( I \) so that \( x \) lies between \( \xi \) and \( x_0 \) and thus

\[ |x - \xi| < |x_0 - \xi| < R. \]

\[ \begin{array}{c|c}
  \xi & x_0 \\
  \hline
  R & \frac{x}{x_0} \end{array} \]

From the formula of §15.1

\[ \frac{1}{R} = \lim_{n \to \infty} \sup |a_n|^{1/n} = \lim_{n \to \infty} \left( \frac{n(n-1)}{2} a_n \right)^{1/n} \]

we may deduce the convergence of the series

\[ \sum_{n=2}^{\infty} \frac{n(n-1)}{2} a_n x_0^{n-2} \]

where \( X_0 = x_0 - \xi \).

Put \( \delta = |x - x_0| \). For values of \( y \) satisfying \( 0 < |x - y| < \delta \), consider

\[ \Delta = \frac{f(y) - f(x)}{y - x} - \sum_{n=1}^{\infty} n a_n (x - \xi)^{n-1} = \sum_{n=1}^{\infty} a_n \left( \frac{y^n - X^n - nX^{n-1}}{Y - X} \right) \]

where \( X = x - \xi \) and \( Y = y - \xi \). We seek to show that \( \Delta \to 0 \) as \( Y \to X \). From exercise 3.11(2),

\[ \frac{Y^n - X^n}{Y - X} - nX^{n-1} = (Y^{n-1} + Y^{n-2} X + \ldots + X^{n-1}) - nX^{n-1} \]

\[ = (Y^{n-1} - X^{n-1}) + X(Y^{n-2} - X^{n-2}) + \ldots + X^{n-2}(Y - X). \]

But from each of these terms we can extract a factor of \( (Y - X) \). The right hand side then reduces to the product of \( (Y - X) \) with the sum of \( \frac{n}{2} n(n-1) \) terms of the form \( X^{r} Y^{s} \) where \( r + s = n - 2 \). The number \( \frac{1}{2} n(n-1) \) arises from the use of the formula

\[ 1 + 2 + 3 + \ldots + (n - 1) = \frac{1}{2} n(n-1) \] (example 3.9).

Since

\[ |X| = |x - \xi| < |x_0 - \xi| = |X_0| \]

and \( |Y| = |y - \xi| < |x - \xi| + \delta = |X_0| \)

we have

\[ \left| \frac{Y^n - X^n - nX^{n-1}}{Y - X} \right| \leq \frac{1}{2} n(n-1) |X_0|^{n-2} |Y - X|. \]

Hence

\[ |\Delta| \leq \frac{1}{2} n(n-1) \sum_{n=2}^{\infty} |a_n X_0^{n-2}| \]

\[ \to 0 \text{ as } Y \to X. \]

It follows that \( f \) is differentiable at each \( x \) in \( I \) which is not an endpoint and

\[ f'(x) = \sum_{n=1}^{\infty} n a_n x^{n-1}. \]

There remains the question of left or right hand continuity at the endpoints of the interval of convergence \( I \), if these happen to belong to \( I \). A somewhat more subtle argument is required to deal with this question which is the subject matter of Abel's theorem quoted below.

**Abel's theorem** If the series \( \sum_{n=0}^{\infty} a_n \) converges, then
\[
\lim_{x \to 1^-} \left( \sum_{k=0}^{\infty} a_k x^k \right) = \sum_{k=0}^{\infty} a_k.
\]

**Proof** Let \( \varepsilon > 0 \) be given. Since the series \( \sum a_k \) converges, its sequence of partial sums is a Cauchy sequence. We can therefore find an \( N \) such that, whenever \( k > m \geq N \),

\[
\left| \sum_{k=m}^{\infty} a_k \right| < \frac{1}{3} \varepsilon.
\]

Abel's lemma (which is easily proved by induction) asserts that

\[
\sum_{k=m}^{n} u_k v_k = \sum_{k=m}^{n} \left( \sum_{l=m}^{k} u_l \right) (v_l - v_{l+1}) + v_\infty \sum_{k=m}^{n} u_k.
\]

We apply Abel's lemma with \( u_k = a_k \) and \( v_k = x^k \). Then

\[
\sum_{k=m}^{n} a_k x^k = \sum_{k=m}^{n} \left( \sum_{l=m}^{k} a_l \right) (x^k - x^{k+1}) + x^n a_k
\]

It follows that, for \( n > m \geq N \) and \( 0 < x < 1 \),

\[
\left| \sum_{k=m}^{n} a_k x^k \right| < (1-x) \sum_{k=m}^{n-1} \frac{1}{3} ex^k + \frac{1}{3} ex^n
\]

\[
< \frac{1}{3} \varepsilon (1-x) + \frac{1}{3} ex^n = \frac{1}{3} \varepsilon.
\]

We may conclude that

\[
\left| \sum_{k=m}^{n} a_k x^k \right| < \frac{1}{3} \varepsilon. \tag{5}
\]

Next observe that, for \( 0 < x < 1 \),

\[
\left| \sum_{k=0}^{\infty} a_k x^k - \sum_{k=0}^{n} a_k \right| \leq \sum_{k=0}^{N-1} |a_n| (1-x^n) + \frac{1}{3} \varepsilon + \frac{1}{3} \varepsilon.
\]

This follows from (4) and (5). But the finite sum on the right hand side tends to zero as \( x \to 1^- \). We can therefore find a \( \delta > 0 \) such that, for any \( x \) satisfying \( 1 - \delta < x < 1 \),

\[
\sum_{k=0}^{N-1} |a_n| (1-x^n) < \frac{1}{3} \varepsilon.
\]

Given any \( \varepsilon > 0 \), we have therefore found a \( \delta > 0 \) such that, for any \( x \) satisfying \( 1 - \delta < x < 1 \),

\[
\left| \sum_{k=0}^{\infty} a_k x^k - \sum_{k=0}^{n} a_k \right| < \varepsilon.
\]

This concludes the proof.

18.10 **Stirling's formula**

The proof of proposition 17.2 is completed in exercises 17.4(1 and 2).
SOLUTIONS TO EXERCISES

• Exercise 1.8

1 There are three possibilities: \( x = 0, x > 0, x < 0 \). In the first case \( x^2 = 0 \). In the second case rule III yields that \( x^2 = x > 0, x = 0 \). Rewrite the third possibility in the form \( 0 > x \) and apply rule IV. Then \( 0 = 0, x < x, x = x^2 \). In each case \( x^2 > 0 \) or \( x^2 = 0 \).

(i) We are given that \( a < a < 1 \). Since \( a > 0 \) we may apply rule III. Then \( a = 0, a < a, a < 1, a = a \).

(ii) We are given that \( b > 1 \). Since \( b > 0 \) we may apply rule III. Then \( b^2 = b, b > 1, b = b \).

2 Since \( bB > 0 \),
\[
aB = \frac{a}{b}, bB \leq \frac{A}{B}, bB = Ab \quad \text{rule III}\]

We deduce that
\[
a(b + B) = ab + ab < ab + Ab = (a + A)b \quad \text{rule II}.
\]
Since \( (b + B)^{-1} > 0 \) and \( b^{-1} > 0 \) (example 1.5), it follows from rule III that
\[
a < a + A \quad b \quad b + B
\]
The second half of the inequality to be demonstrated is obtained similarly.

3 Suppose that \( a > b \) and \( c > d \). Then, by rule II, \( a + c > b + c \) and \( b + c > b + d \). Hence \( a + c > b + d \) (rule I).

If \( b > 0 \) and \( d > 0 \), we first observe that \( c > d > 0 \). Then, by rule III, \( ac > bc \) and \( bc > bd \). Hence \( ac > bd \) (rule I).

Substitute the values \( a = 5, b = 4, c = 3, d = 1 \) in inequalities (i) and (ii). We obtain the false assertions

\[
2. \quad 5 - 3 > 4 - 1 = 3
\]
\[
\frac{5}{3} > \frac{4}{1} \quad \text{i.e.} \quad 5 > 12
\]

Note that the inequalities are false in spite of the fact that \( b > 0 \) and \( d > 0 \). On the other hand inequality (iii) is true when \( b > 0 \) and \( d > 0 \) (exercise 1.8(3)). However, if we take \( a = e = -1 \) and \( b = d = -2 \) in inequality (ii), we obtain the false assertion
\[
1 = (-1)(-1) > (-2)(-2) = 4.
\]

5 We have, for any \( e > 0, b < a + e \) and \( a - e < b \). Since \( b > a + e \) for \( \forall y > 0 \), it follows that \( b \leq a \) (example 1.7). Since \( a < b + e \) for any \( e > 0 \), it follows that \( a < b \). Hence \( a = b \).

6 Take \( x = (a + b)/2 \).

• Exercise 1.12

1 If \( n \) is an even natural number it may be expressed in the form \( n = 2k \). But then
\[
x^n = x^{2k} = (x^k)^2 \geq 0
\]
for all values of \( x \) (exercise 1.8(1)). Hence, if \( y < 0, x^n = y \) has no solutions. The equation \( x^n = 0 \) has only the solution \( x = 0 \) since \( x \neq 0 \) implies that \( x^n \neq 0 \). If \( y > 0 \), our assumption about the existence of \( n \)th roots assures of the existence of a unique \( x > 0 \) such that \( x^n = y \).
But, since \( n \) is even, \( x^n = y \) if and only if \( (-x)^n = y \). Hence the equation has exactly two solutions, one positive and one negative.

Next suppose that \( n \) is odd. If \( y = 0 \) there is no difficulty in showing that \( x^n = y \) has exactly one solution. If \( y > 0 \), there is exactly one positive solution and this is the only solution because \( x < 0 \) implies \( x^n < 0 \) when \( n \) is odd. If \( y < 0 \), we use the fact that \( x^n = -y \) has one and only one solution and hence the same is true of \( (-x)^n = -y \), i.e. \( x^n = y \).
2 (i) \(8^{2/3} = (2^3)^{2/3} = 2^{2/3} = 4\)

(ii) \(27^{-1/3} = \left(\frac{1}{27}\right)^{1/3} = \left(\frac{1}{(3^3)^3}\right)^{1/3} = \left(\frac{1}{27}\right)^{1/3} = \frac{1}{81}\)

(iii) \(32^{6/5} = (2^5)^{6/5} = 2^6 = 64\).

3 We take for granted the truth of (i), (ii) and (iii) in the case when \(r\) and \(s\) are integers. To prove the results when \(r\) and \(s\) are any rational numbers, it is helpful to have available the following preliminary results in which \(m\) and \(n\) denote natural numbers:

\[
(a) \ (y^m)^m = (y^{m^m})^m \quad (b) \ (y^{mn})^m = y^{mnm} \quad (c) \ (y^{mn})^m = (y^{m^2})^m.
\]

To prove (a), observe that

\[
(y^m)^m = (y^m)^m = (y^m)^m
\]

and hence \((y^{m^m})^m = (y^{m^m})^m = y^m\)

and hence \((y^{m^m})^m = (y^{m^m})^m = y^m\)

We may now prove (iii), (ii) and (i) in the general case when \(r = p/m\) and \(s = q/n\) (\(p\) and \(q\) integers).

(iii) \(y^{(2)} = (y^{e})^{(e)} = (y^{e})^{(e)} = (y^{e})^{(e)}\)

(ii) \(y^{(2)} = (y^{(e)})^{(e)} = (y^{(e)})^{(e)} = (y^{(e)})^{(e)}\)

(i) \(y^{(2)} = y^{(e)}\)

4 Write \(ax^2 + bx + c = a(x - \alpha)(x - \beta)\). When \(a < x < \beta\), \(x - \alpha > 0\) and \(x - \beta < 0\). Hence \((x - \alpha)(x - \beta) < 0\). When \(x < \alpha\), \(x - \alpha < 0\) and \(x - \beta < 0\), and therefore \((x - \alpha)(x - \beta) < 0\). When \(x > \beta\), \(x - \alpha > 0\) and \(x - \beta > 0\), and therefore \((x - \alpha)(x - \beta) > 0\).

'Complete the square' as in § 1.10 to obtain

\[ax^2 + bx + c = (2ax + b)^2 - (b^2 - 4ac)/4a.\]

Since \((2ax + b)^2 > 0\),

\[ax^2 + bx + c \geq c - \frac{1}{4}b^2a^{-1}\]

with equality when \(2ax + b = 0\), i.e. \(x = -b/2a\).

5 Apply the Cauchy–Schwarz inequality using the numbers \(\sqrt{a_1}, \sqrt{a_2}, \ldots, \sqrt{a_n}\) and \(1/\sqrt{a_1}, \ldots, 1/\sqrt{a_n}\). We obtain

\[n^2 = \left(\sqrt{a_1} \cdot \frac{1}{\sqrt{a_1}} + \ldots + \sqrt{a_n} \cdot \frac{1}{\sqrt{a_n}}\right)^2\]

\[\leq \left(\sum a_k + \frac{1}{a_k} + \ldots + \frac{1}{a_n}\right) \left(\frac{1}{a_1} + \frac{1}{a_2} + \ldots + \frac{1}{a_n}\right)\]

and the result follows.

\[\sum_{k=1}^{n} (a_k + b_k)^2 = \sum_{k=1}^{n} a_k^2 + 2 \sum_{k=1}^{n} a_k b_k + \sum_{k=1}^{n} b_k^2 \leq \sum_{k=1}^{n} a_k^2 + 2 \left(\sum_{k=1}^{n} a_k^2\right)^{1/2}\left(\sum_{k=1}^{n} b_k^2\right)^{1/2} + \sum_{k=1}^{n} b_k^2\]

(Cauchy–Schwarz inequality)

Consider, for example, the case \(n = 3\) and suppose that \((x_1, x_2, x_3), (y_1, y_2, y_3)\) and \((z_1, z_2, z_3)\) are the co-ordinates of the vertices of a triangle in three dimensional space. The length of the side joining the first two vertices is given by

\[\left[\left(\sum_{k=1}^{3} (x_k - y_k)^2\right)^{1/2}\right] < \left[\sum_{k=1}^{3} (x_k - z_k)^2 + \left(\sum_{k=1}^{3} (y_k - x_k)^2\right)^{1/2}\right].\]

**Exercise 1.20**

1 We first show that \(|a| < b\) implies \(-b < a < b\) and then that \(-b < a < b\) implies \(|a| < b\).

(i) Suppose that \(|a| < b\). From theorem 1.15, \(a < |a|\) and \(|a| > -a\). Hence \(a < b\) and \(-a < b\), i.e. \(a > -b\). It follows that \(-b < a < b\).

(ii) Suppose that \(-b < a < b\). Then \(a < b\) and \(-a < -b\). Since, for each \(a\), \(|a| = a\) or \(|a| = -a\), it follows that \(|a| < b\).

2 From theorem 1.18,
Solutions to exercises (1.20, 2.10)

\[|c - d| \geq |c| - |d|\]
and
\[|c - d| = |d - c| = |d| - |c| = -(|c| - |d|).
Thus, \[|\{c| - |d|\} \leq |c - d| \leq |\{c| - |d|\}\]
and the result follows from exercise 1.20(1).

3 Only (iv) is not immediate. We have
\[d(x, y) = |x - y| = |x - z + z - y| \leq |x - z| + |z - y| = d(x, z) + d(z, y).
4 Suppose that \(r + s\sqrt{2} = t\), where \(r\) is rational. Then, provided \(s \neq 0,\)
\[\sqrt{2} = \frac{t - r}{s}.
But the right hand side of this equation is a rational number (why?) and so we have a contradiction.

5 We are given that \(a = r + s\sqrt{2}\) satisfy the equation \(ax^2 + bx + c = 0.\)
Hence
\[a(r + s\sqrt{2})^2 + b(r + s\sqrt{2}) + c = 0
\[\{a^2 + 2as + br + c\} + \{2a + b\} = 0.
Since \(a, b, c, s\) and \(r\) are rational, it follows that \(\{2a + b\} = 0.\) Thus
\[a(r - s\sqrt{2})^2 + b(r - s\sqrt{2}) + c = (ar^2 + 2as^2 + br + c)
- (2a + b)s\sqrt{2} = 0
and so \(\beta = r - s\sqrt{2}\) is also a root of the equation.

6 Suppose that \(m^2 = 3n^2\). Then \(m^2\) is divisible by 3 and hence \(m\) is
divisible by 3. (Try \(m = 3k + 1\) or \(m = 3k + 2\).) Hence \(m = 3k.\) But then
\[9k^2 = 3n^2,\]
i.e. \(3k^2 = n^2\) and so \(n\) is also divisible by 3.

6 Suppose that \(m^2 = 3n^2\). Then \(m^2\) is divisible by 2 and hence \(m\) is
divisible by 2. (Try \(m = 2k + 1\).) Hence \(m = 2k.\) But then \(8k^2 = 2n^2,\)
i.e. \(4k^2 = n^2\) and so \(n\) is also divisible by 2.

\*Exercise 2.10

1 (i) False (ii) true (iii) true (iv) false (v) true.
2 By exercise 1.20(1), \(|x| < \delta\) if and only if \(-\delta < x < \delta.\) This
last inequality is equivalent to \(\delta > x - \xi > -\delta\) which is, in turn,
equivalent to \(\xi + \delta > x > \xi - \delta.\) But \((\xi - \delta, \xi + \delta) = \{x : \xi - \delta < x < \xi + \delta\}.
3 (i) \((0, 1)\): bounded above; some upper bounds are 100, 2 and 1, the
smallest upper bound is 1; no maximum.
(ii) \((-\infty, 2]\): bounded above; some upper bounds are 100, 3 and 2; the
smallest upper bound is 2 and this is also a maximum.
(iii) \([-1, 0, 2, 5]\): bounded above; some upper bounds are 100, 6 and
5; the smallest upper bound is 5 and this is also a maximum.
(iv) \((3, \infty)\): unbounded above.
(v) \([0, 1]\): bounded above; some upper bounds are 100, 2 and 1; the
smallest upper bound is 1 and this is also a maximum.
4 (i) \((0, 1)\): bounded below; some lower bounds are \(-10, -1, 0\); the
largest lower bound is 0; no minimum.
(ii) \((-\infty, 2]\): unbounded below.
(iii) \([-1, 0, 2, 5]\): bounded below; some lower bounds are \(-10, -2\)
and \(-1\); the largest lower bound is \(-1\) and this is also a minimum.
(iv) \((3, \infty)\): bounded below; some lower bounds are \(-10, 2\) and 3; the
largest lower bound is 3; no minimum.
(v) \([0, 1]\): bounded below; some lower bounds are \(-10, -1, 0\);
largest lower bound is 0 and this is also a minimum.
5 \([3, 4]\).
6 Take \(y = \frac{1}{2}x.\) No \(m \in (0, \infty)\) can be a minimum because \(\frac{1}{2}m\) is a smaller
element of the set.

\*Exercise 2.13

1 Since \(B = \sup S\) is an upper bound for \(S, x \leq B\) for each \(x \in S.\) But
\(S_0, x \in S\) means that, for each \(x \in S_0,\) it is true that \(x \in S.\) Hence \(x \leq B\)
for each \(x \in S_0.\) Thus \(B\) is an upper bound for \(S_0\) and therefore at least as
large as the smallest upper bound \(\sup S_0, i.e., \sup S_0 < B = \sup S.\)
2 The proof is very similar to that of theorem 2.12. Let \(B = \sup S\) and let
\(T = \{x + \xi : x \in S\}.\) Since \(x \leq B\) for any \(x \in S,\) it is true that
\(x + \xi \leq \xi + B\) for any \(x \in S\) and hence that \(\xi + B\) is an upper bound
for \(T.\) If \(C\) is the smallest upper bound for \(T,\) it follows that \(C < \xi + B.\)
On the other hand, \(y < C\) for any \(y \in T\) and therefore \(y - \xi < C - \xi\)
for any \( y \in T \). Since \( S = \{ y - \xi : y \in T \} \), it follows that \( C - \xi \) is an upper bound for \( S \), and therefore \( B \leq C - \xi \).

We have shown that \( C \leq \xi + B \) and \( C \geq B - \xi \). Hence \( C = B + \xi \).

3. Let \( B = \sup S \) and let \( T = \{ -x : x \in S \} \). Since \( x \leq B \) for any \( x \in S \), it is true that \( -x \geq -B \) for any \( x \in S \), and hence that \( -B \) is a lower bound for \( T \). If \( C \) is the largest lower bound for \( T \), it follows that \( C \geq -B \).

On the other hand, \( y \geq C \) for any \( y \in T \), and therefore \(-y \leq -C \) for any \( y \in T \). Since \( S = \{ y : y \in T \} \), it follows that \( -C \) is an upper bound for \( S \), and therefore \( -C \geq B \).

We have shown that \( C \geq -B \) and \( C \leq -B \). Hence \( C = -B \).

To obtain the required analogues, consider a non-empty set \( T \) which is bounded below and then apply theorem 2.12 and exercises 2.13(1) and (2) to the set \( S = \{ -x : x \in T \} \). We obtain

(i) \( \inf e.g. 3 \inf x \in T \) \( \inf \{ \xi - x : \xi \in T \} \). \( \inf \{ \xi \in T \} \)

(ii) If \( T \subseteq \mathbb{R} \), then \( \inf T \geq \inf T \).

(iii) \( \sup \{ x \in T \} - \inf \{ x \in T \} \).

4. (i) 1, (ii) 2, (iii) 1, (iv) 0.

5. (i) The set \( D = \{ x - \xi : x \in S \} \) has 0 as a lower bound. If \( \xi \in S \), then \( 0 \) is a minimum for \( D \). Exercise 4(iv) provides an example for which \( d(\xi, S) = 0 \) but \( \xi \notin S \).

(ii) Let \( \xi = \sup S \). Then \( |\xi - x| = \xi - x \) for each \( x \in S \). We therefore have to show that no \( h > 0 \) is a lower bound for the set \( D = \{ \xi - x : x \in S \} \). If this is false, we can find an \( h > 0 \) such that \( \xi - x \geq h \) for all \( x \in S \). But then \( \xi < \xi - h \) for all \( x \in S \), and hence \( \xi - h \) is the smallest upper bound for \( S \).

If \( \xi = \inf S \), consider instead \( d(-\xi, T) \) where \( T = \{ -x : x \in S \} \).

(iii) Since \( I \) is an interval, \( \xi \notin I \) implies that \( \xi \) is either an upper bound or a lower bound for \( I \). Suppose the former. Let \( B \) be the smallest upper bound of \( I \). Then \( B \leq I \) because \( I \) is closed. Given any \( x \in I \),

\[ |\xi - x| = \xi - x = B + B - x = \xi - B + |B - x| \]

Hence, by exercise 2.13(2),

\[ \inf \{ |\xi - x| : x \in S \} = \xi - B + \inf \{ |B - x| \} \]

and therefore \( d(\xi, S) = \xi - B + d(B, S) \). But \( \xi - B \geq 0 \), \( d(B, S) > 0 \) and \( d(\xi, S) = 0 \). It follows that \( \xi = B \) and hence \( \xi \in S \). Similarly if \( \xi \) is a lower bound for \( I \).

6. We may assume that the sets \( S \) and \( T \) have no elements in common (otherwise the problem is trivial). With reference to the given 'hint', the set \( T \) is not empty because \( 1 \in T \). The set \( T \) is bounded below by \( s \).

Let \( b = \inf T \).

If \( b \notin T \), then \( b \in S \). But \( b \) is at zero distance from \( T \) by exercise 2.13(5ii) and hence we have found a point of \( S \) at zero distance from \( T \).

If \( b \in T \), then \( b > 1 \) and the interval \( (b, s) \) is a non-empty subset of \( S \).

Hence \( b \) is a point of \( T \) at zero distance from \( S \).

Exercise 3.6

1. We have

\[ \frac{n - 1}{n} < 1 - \frac{1}{n} < 1 \]

for all \( n \in \mathbb{N} \) and therefore \( 1 \) is an upper bound for \( S \). Suppose that \( 1 = h \), where \( h > 0 \), is a smaller upper bound. Then, for all \( n \in \mathbb{N} \),

\[ 1 - \frac{1}{n} < 1 - h \]

\[ \frac{1}{n} \geq h \]

\[ n \leq \frac{1}{h} \]

and hence \( h^{-1} \) is an upper bound for \( \mathbb{N} \). This is a contradiction and therefore \( 1 \) is the smallest upper bound for \( S \).

The set \( S \) has no maximum. For no \( n \in \mathbb{N} \) is it true that \( n - 1 \).

2. Suppose that \( S \) is bounded above. Then it has a smallest upper bound \( B \). Since \( BX^{-1} \) cannot be an upper bound, there exists an \( n \in \mathbb{N} \) such that \( X^n > BX^{-1} \).

\[ X^{n+1} > B. \]
Hence \( B \) is not an upper bound for \( S \) and we have a contradiction.

It is clear the 0 is a lower bound for \( T \). Suppose that \( k \) is a larger lower bound (i.e. \( k > 0 \)). Then, for any \( n \in \mathbb{N} \),

\[
x^n > k
\]

\[
\left( \frac{1}{x} \right)^n < \frac{1}{n^k}
\]

It follows that the set \( S = \{ (1/x)^n : n \in \mathbb{N} \} \) is bounded above by \( h^{-1} \) which contradicts the first part of the question.

3 Let \( S \) be a non-empty set of integers which is bounded above by \( B \). Since \( \mathbb{N} \) is unbounded above, we can find an \( n \in \mathbb{N} \) such that \( n > B \). The set \( T = \{ n - x : x \in S \} \) is a non-empty set of natural numbers and hence has a minimum \( m \) (theorem 3.5). The integer \( n - m \) is then the maximum of the set \( S \).

Similarly if \( S \) is bounded below.

4 Since \( \mathbb{N} \) is unbounded above, there exists a natural number \( n \) such that \( n > (b - a)^{-1} \). Otherwise \((b - a)^{-1}\) would be an upper bound for \( \mathbb{N} \). Let \( m \) be the smallest integer satisfying \( m > an \). Then \( m - 1 \leq an \). Hence

\[
a < \frac{m}{n} \quad \text{and} \quad \frac{m}{n} < a + \frac{1}{m} < a + (b - a) = b
\]

as required.

5 Suppose that \( m \in S \). Then \( \frac{1}{2}(m + 1) \in S \) and \( \frac{1}{2}(m + 1) > m \). Hence \( m \) cannot be a maximum. Similarly \( m \) cannot be a minimum.

It is obvious that \( S \) is bounded above by 1. Suppose that \( H \) (\( 0 < H < 1 \)) were a smaller upper bound. By exercise 3.6(4) we could find a rational number \( r \) such that \( H < r < 1 \). But then \( r \) would be an element of \( S \) larger than \( H \). Thus 1 is the smallest upper bound.

A similar argument shows that 0 is the largest lower bound.

6 We know that all numbers of the form \( r\sqrt{2} \) are irrational provided \( r \) is rational and non-zero (exercise 1.20(4)). By exercise 3.16(4) we can find a rational number \( r \) such that

\[
\frac{a}{\sqrt{2}} < r < \frac{b}{\sqrt{2}}
\]

and hence \( a < r\sqrt{2} < b \). (If \( r \) happens to be zero, locate a second rational number \( s \) satisfying \( 0 < s\sqrt{2} < b \).)

---

**Exercise 3.11**

1 (i) Let \( s_n = 1^2 + 2^2 + \ldots + n^2 \) and let \( P(n) \) be the proposition that \( s_n = \frac{n(n + 1)(2n + 1)}{6} \). Then \( P(1) \) is true because \( s_1 = 1 \) and \( \frac{1(1 + 1)(2 + 1)}{6} = 1. \) We next assume that \( P(n) \) is true and try and deduce that \( P(n + 1) \) is true.

\[
s_{n+1} = 1^2 + 2^2 + \ldots + n^2 + (n + 1)^2 = s_n + (n + 1)^2
\]

\[
= \frac{n(n + 1)(2n + 1)}{6} + (n + 1)^2 \quad \text{(assuming \( P(n) \) true)}
\]

\[
= \frac{n(n + 1)(2n + 1)}{6} + \frac{6(n + 1)^2}{6} = \frac{n + 1}{6}(2n^2 + 7n + 6)
\]

\[
= \frac{1}{6}(n + 1)(n + 2)(2n + 3) = \frac{1}{6}(m + 1)(2m + 1)
\]

\( (m = n + 1) \).

(ii) Let \( s_n = 1^3 + 2^3 + \ldots + n^3 \) and let \( P(n) \) be the proposition that \( s_n = \frac{n^2(n + 1)^2}{4} \). Then \( P(1) \) is true because \( s_1 = 1 \) and \( \frac{1^2(1 + 1)^2}{4} = 1. \) We next assume that \( P(n) \) is true and try and deduce that \( P(n + 1) \) is true.

\[
s_{n+1} = 1^3 + 2^3 + \ldots + n^3 + (n + 1)^3 = s_n + (n + 1)^3
\]

\[
= \frac{n^2(n + 1)^2}{4} + (n + 1)^3 \quad \text{(assuming \( P(n) \) true)}
\]

\[
= \frac{1}{4}(n + 1)^2(n^2 + 4n + 4) = \frac{1}{4}(n + 1)^2(n + 2)^2.
\]

2 Let \( P(n) \) be the assertion

\[
1 + x + \ldots + x^n = \frac{1 - x^{n+1}}{1 - x}.
\]

Provided \( x \neq 1 \), this is clearly true when \( n = 0 \). Assuming \( P(n) \) is true,

\[
1 + x + x^2 + \ldots + x^n + x^{n+1} = \frac{1 - x^{n+1}}{1 - x} + \frac{x^{n+1}}{1 - x}
\]

\[
= \frac{1 - x^{n+1} + x^{n+1} - x^{n+2}}{1 - x}
\]

\[
= \frac{1 - x^{n+2}}{1 - x}
\]

and therefore \( P(n + 1) \) is true.

The second formula of the question is obtained by writing \( x = \frac{a}{b} \).
(Note that, if \( a = b \) or \( b = 0 \), the formula is obviously true.)

3 Suppose that \( P(\xi) = 0 \). Then

\[
P(x) = P(x) - P(\xi)
\]

\[
= a_n(x^n - \xi^n) + a_{n-1}(x^{n-1} - \xi^{n-1}) + \ldots + a_1(x - \xi).
\]
By the previous question we have
\[ x^k - \xi^k = (x - \xi)(x^{k-1} + x^{k-2} \xi + \ldots + x \xi^{k-2} + \xi^{k-1}) \]
where \( F_{k-1}(x) \) is a polynomial of degree \( k - 1 \). It follows that
\[ P(x) = (x - \xi)Q_1(x) \]

We apply this result to the second part of the question and obtain, in the first place,
\[ P(x) = (x - \xi)x(x - \xi_2)Q_1(x) \]

Next consider \( \xi_3 \) and so on.

Let \( P(n) \) be the assertion that \( (a + b)^n = \sum_{r=0}^{n} \binom{n}{r} a^{n-r} b^r \).

Clearly \( P(1) \) is true. Assuming \( P(n) \) is true,
\[ (a + b)^{n+1} = (a + b)(a + b)^n = a \left( \sum_{r=0}^{n} \binom{n}{r} a^{n-r} b^r \right) + b \left( \sum_{r=0}^{n} \binom{n}{r} a^{n-r} b^r \right) \]
\[ = \sum_{r=0}^{n} \binom{n}{r} a^n b^r + \sum_{r=0}^{n} \binom{n}{r} a^{n-r} b^{r+1} \]

We replace \( r \) by \( s \) in the first sum and replace \( r + 1 \) by \( s \) in the second sum. Then
\[ (a + b)^{n+1} = \sum_{s=0}^{n} \binom{n}{s} a^n b^s + \sum_{s=1}^{n+1} \binom{n}{s-1} a^{n-s+1} b^s \]

5 Suppose there exists a natural number \( k \) for which \( P(k) \) is false. Since the set \( \{2^n: n \in \mathbb{N}\} \) is unbounded above, we can find an \( M = 2^N > k \). Now put \( S = \{n: P(n) \text{ is false and } n < M\} \). This is a non-empty set of natural numbers which is bounded above. From exercise 3.6(3) it has a maximum element \( m \). The assertion \( P(n) \) is true for \( m < n < M \) and hence \( P(m + 1) \) is true. But \( P(m + 1) \) implies \( P(m) \) and hence we have a contradiction.

6 From exercise 3.11(2),
\[ a^n - b^n = (a - b)(a^{n-1} + a^{n-2} b + \ldots + ab^{n-2} + b^{n-1}) \]

Hence, if \( a > b > 0 \),
\[ nb^{n-1} \leq \frac{a^n - b^n}{a - b} \leq na^{n-1} \]

Therefore,
\[ \frac{1}{na^{n-1}} (a^n - b^n) \leq a - b \leq \frac{1}{nb^{n-1}} (a^n - b^n) \]

If \( x > y \), the result follows on writing \( a = x^{1/n} \) and \( b = y^{1/n} \). If \( x < y \), write \( a = y^{1/n} \) and \( b = x^{1/n} \).

• Exercise 4.6

1 Let \( \varepsilon > 0 \) be given. We must find a value of \( N \) such that, for any \( n > N \),
\[ \left| \frac{n^2 - 1}{n^2 + 1} - 1 \right| < \varepsilon. \]

But:
\[ \left| \frac{n^2 - 1}{n^2 + 1} - 1 \right| = 1 - \frac{n^2 - 1}{n^2 + 1} = \frac{2}{n^2 + 1} \]

and so we simply need to find an \( N \) such that, for any \( n > N \),
\[ \frac{2}{n^2 + 1} < \varepsilon. \]

i.e.
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\[
n^2 + 1 > 2/e.
\]

Choose \( N = \left(\frac{2}{e}\right)^{1/2} \). Then, for any \( n > N \),
\[
n^2 + 1 > n^2 > N^2 = 2/e.
\]

We have shown that, given any \( e > 0 \), we can find an \( N \) (namely \( \left(\frac{2}{e}\right)^{1/2} \)) such that, for any \( n > N \),
\[
\left| \frac{n^2 - 1}{n^2 + 1} - 1 \right| < e.
\]

Thus
\[
\lim_{n \to \infty} \frac{n^2 - 1}{n^2 + 1} = 1.
\]

2 Let \( e > 0 \) be given. We must find a value of \( N \) such that, for any \( n > N \),
\[
\left| \frac{1}{n^r} - 0 \right| < e
\]

i.e.
\[
n^r > 1/e.
\]

We choose \( N = \left(\frac{1}{e}\right)^{1/r} \). Then, for any \( n > N \),
\[
n^r > N^r = 1/e
\]

and the result follows.

3 Let \( e > 0 \) be given. We must find a value of \( N \) such that, for any \( n > N \),
\[
|\lambda x_n - \lambda| < e.
\]

If \( \lambda = 0 \) there is nothing to prove. We may therefore assume \( \lambda \neq 0 \). We are given that \( x_n \to 1 \) as \( n \to \infty \). Since \( e/|\lambda| > 0 \) it follows that we can find an \( N \) such that, for any \( n > N \),
\[
|x_n - 1| < e/|\lambda|
\]

i.e.
\[
|\lambda x_n - \lambda| < e.
\]

This completes the proof.

Exercise 4.20

1

\[
\frac{n^2 + 5n^2 + 2}{2n^2 + 9} = \frac{1 + 5n^2 + 2n^2}{2 + 9n} \to \frac{1 + 0 + 0}{2 + 0} = \frac{1}{2} \text{ as } n \to \infty.
\]

2 First consider the case when \(|x| < 1\). Then \( x^n \to 0 \) as \( n \to \infty \). Hence

\[
x + x^n \to x + 0 \quad \text{as } n \to \infty,
\]

\[
1 + x^n \to 1 + 0
\]

Next suppose that \( x > 1 \). Then \( x^{-n} \to 0 \) as \( n \to \infty \). Hence

\[
x + x^n = \frac{x \cdot x^n + 1}{x^n + 1} \to \frac{1 + 0}{1 + 0} \text{ as } n \to \infty.
\]

This leaves \( x = 1 \) and \( x = -1 \) giving

\[
\frac{1 + 1^n}{1 + 1^n} = \begin{cases} 1 & (x > 1), \\ -1 + (-1)^n & (x < -1). \end{cases}
\]

The latter expression is not even defined for odd \( n \). Hence

\[
\lim_{n \to \infty} \left( \frac{x + x^n}{1 + x^n} \right) = \begin{cases} 1 & (x > 1), \\ \text{undefined} & \text{else} \end{cases}
\]

3 We have

\[
0 \leq \sqrt{n + 1} - \sqrt{n} = \frac{(\sqrt{n + 1} - \sqrt{n})(\sqrt{n + 1} + \sqrt{n})}{\sqrt{n + 1} + \sqrt{n}} = \frac{n + 1 - n}{\sqrt{n + 1} + \sqrt{n}} < 0 \text{ as } n \to \infty
\]

(see exercise 4.6(2)). It follows from the sandwich theorem that

\[
\sqrt{n + 1} - \sqrt{n} \to 0 \text{ as } n \to \infty.
\]

4 Let \( N \) be the smallest natural number such that \( N > x \). Then, for \( n \geq N \),

\[
\frac{x^n}{n!} = \frac{x}{1 \cdot 2 \cdot \ldots \cdot N} \cdot \frac{x}{N} \cdot \ldots \cdot \frac{x}{N} = \frac{x^{N-1}}{(N-1)!} \cdot \frac{x}{N}.
\]

Since \( x/N < 1 \), \( x/N^n \to 0 \) as \( n \to \infty \) and the result follows from the sandwich theorem.
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\[
x + x^n \to x + 0 \quad \text{as } n \to \infty.
\]

\[
1 + x^n \to 1 + 0
\]

Next suppose that \( x > 1 \). Then \( x^{-n} \to 0 \) as \( n \to \infty \). Hence

\[
x + x^n = \frac{x \cdot x^n + 1}{x^n + 1} = \frac{1 + 0}{1 + 0} \text{ as } n \to \infty.
\]

This leaves \( x = 1 \) and \( x = -1 \) giving

\[
\frac{1 + 1^n}{1 + 1^n} = \begin{cases} 1 & (x > 1), \\ -1 + (-1)^n & (x < -1). \end{cases}
\]

The latter expression is not even defined for odd \( n \). Hence

\[
\lim_{n \to \infty} \left( \frac{x + x^n}{1 + x^n} \right) = \begin{cases} 1 & (x > 1), \\ \text{undefined} & \text{else} \end{cases}
\]

3 We have

\[
0 \leq \sqrt{n + 1} - \sqrt{n} = \frac{(\sqrt{n + 1} - \sqrt{n})(\sqrt{n + 1} + \sqrt{n})}{\sqrt{n + 1} + \sqrt{n}} = \frac{n + 1 - n}{\sqrt{n + 1} + \sqrt{n}} < 0 \text{ as } n \to \infty
\]

(see exercise 4.6(2)). It follows from the sandwich theorem that

\[
\sqrt{n + 1} - \sqrt{n} \to 0 \text{ as } n \to \infty.
\]

4 Let \( N \) be the smallest natural number such that \( N > x \). Then, for \( n \geq N \),

\[
\frac{x^n}{n!} = \frac{x}{1 \cdot 2 \cdot \ldots \cdot N} \cdot \frac{x}{N} \cdot \ldots \cdot \frac{x}{N} = \frac{x^{N-1}}{(N-1)!} \cdot \frac{x}{N}.
\]

Since \( x/N < 1 \), \( x/N^n \to 0 \) as \( n \to \infty \) and the result follows from the sandwich theorem.
5 Suppose that \((1 + 1/n)^{a+1}|x| > 1\) for all \(n \in \mathbb{N}\). Then

\[
1/n > \left(\frac{1}{|x|}\right)^{(a+1)} - 1 > 0
\]

for all \(n \in \mathbb{N}\) and this is a contradiction (see example 3.4). Hence, for some \(N \in \mathbb{N}\),

\[(1 + 1/N)^{a+1}|x| < 1.\]

If \(x \neq 0\), consider the expression

\[
\frac{(n + 1)^{a+1}|x^{n+1}|}{n^{a+1}x^{n}} = \left(\frac{1 + 1/n}{n}\right)^{a+1}|x|.
\]

If \(n \geq N\),

\[|n^{a+1}x^{n}| \leq |(n+1)^{a+1}x^{n+1}|.\]

It follows that, for \(n \geq N\),

\[|n^{a+1}x^{n}| \leq |N^{a+1}x^{N}|.\]

We conclude that, for \(n \geq N\),

\[|n^{a}x^{n}| \leq \frac{1}{n} |N^{a+1}x^{N}|.
\]

and thus \(n^{a}x^{n} \to 0\) as \(n \to \infty\) by the sandwich theorem.

6 We wish to prove that

\[(n + 1)^{a}|n+1| \leq n^{a+1}.
\]

This inequality is equivalent to

\[(n + 1)^{a} \leq n^{a+1}.
\]

i.e.

\[
\left(1 + \frac{1}{n}\right)^{a} \leq 1.
\]

But we know from example 4.19 that

\[
\left(1 + \frac{1}{n}\right)^{a} < 3
\]

for all \(n \in \mathbb{N}\). Hence (1) holds provided \(3 \leq n\).

**Exercise 4.29**

1 (i) Let \(e > 0\) be given. We have to find an \(N\) such that, for any \(n > N\),

\[|x_{n} - l - 0| < e.
\]

But \(|x_{n} - l| \leq |x_{n} - l|\) and so what has to be proved is just the definition of \(x_{n} \to l\) as \(n \to \infty\).

(ii) By exercise 1.20(2),

\[||x_{n} - l| - |y_{n} - l|| \leq |x_{n} - y_{n}|\]

and hence \(|x_{n} - l| \to |l|\) as \(n \to \infty\) by the sandwich theorem.

2 For any \(e > 0\), there exists an \(N\) such that, for any \(n > N\),

\[|x_{n} - l| < e.
\]

i.e.

\[l - e < x_{n} < l + e.
\]

Since this is true for any \(e > 0\), then it is true when \(e = \frac{1}{2}l\) (for an appropriate value of \(N\), say \(N = N_{1}\)). For \(n > N_{1}\) we therefore have that \(x_{n} > l - \frac{1}{2}l = \frac{1}{2}l\).

3 (i) Let \(H > 0\) be given. We have to find an \(N\) such that, for any \(n > N\),

\[2^{n} > H.
\]

Since the set \(\{2^{n} : n \in \mathbb{N}\}\) is unbounded above (exercise 3.6(2)), there exists an \(N \in \mathbb{N}\) such that \(2^{N} > H\). If \(n > N\), then

\[2^{n} > 2^{N} > H
\]

and the result follows. (Alternatively one may appeal to the inequality \(2^{n} \geq n \geq 1\) which is easily proved by induction.)

(ii) Let \(H > 0\) be given. We have to find an \(N\) such that, for any \(n > N\),

\[-\sqrt{n} < -H
\]

i.e. \(\sqrt{n} > H\)

i.e. \(n > H^{2}\).

We may therefore take \(N = H^{2}\).

(iii) The sequence \((-1)^{n}n\) cannot converge because it is unbounded. It cannot converge to \(+\infty\) because its odd terms are all negative. It cannot converge to \(-\infty\) because its even terms are all positive.

4 (i) Suppose that \(x_{n} \to 0\) as \(n \to \infty\). Let \(H > 0\) be given. We have to find an \(N\) such that, for any \(n > N\),

\[1/|x_{n}| > H.
\]

But \(H^{-1} > 0\). Since \(x_{n} \to 0\) as \(n \to \infty\), we can therefore find an \(N\) such
that, for any $n > N$,
$$x_n = |x_n - 0| < H^{-1}$$
i.e. $1/x_n > H$.

(b) To prove that $1/x_n 	o +\infty$ as $n \to \infty$ implies that $x_n \to 0$ as $n \to \infty$, one simply has to reverse the above argument.

5 Let $H > 0$ be given. If $(x_n)$ is unbounded above, there exists an $N$ such that $x_N > H$. If $(x_n)$ increases, then, for any $n \geq N, x_n \to x_N > H$. It follows that $x_n \to +\infty$. Similarly in the case when $(x_n)$ decreases and is bounded below.

6 Suppose there is a value of $n \in \mathbb{N}$ for which no $x \in S$ can be found satisfying $|x - n| < 1/n$. Then $1/n$ is a lower bound for the set $D = \{x \in S : |x - n| < 1/n \}$ which contradicts the assertion that $d(S, n) = 0$. That $x_n \to x$ as $n \to \infty$ follows from $|x_n - x| < 1/n$ for $n = 1, 2, \ldots$ because of the sandwich theorem.

If $S$ is unbounded above, then, given any $n \in \mathbb{N}$, we can find an $x_n \in S$ such that $x_n \geq n$. Hence $x_n \to +\infty$ as $n \to \infty$.

Exercise 5.7

1 Suppose that $n^{1/n} \to l$ as $n \to \infty$. It follows from theorem 5.2 that
$$(2n)^{1/n} \to l$$
But $2^{1/n} \to 1$ as $n \to \infty$ (example 4.14). Thus $n^{1/n} \to l$ as $n \to \infty$, Hence $n^{1/n} = n^{1/2n} \to 1/2^l$ as $n \to \infty$.

It follows that $l = 2^l$. Since $l > 1$, we deduce that $l = 1$.

2 We prove that $a < x_n < b$ by induction. It is given that $a < x_1 < b$. If we assume that $a < x_n < b$, it follows that
$$x_{n+1} - a = x_n^2 + k - a > a^2 - a + k = 0$$
Similarly
$$x_{n+1} - b = x_n^2 + k - b < b^2 - b + k = 0$$
Hence $a < x_{n+1} < b$. (Note that the condition $0 < k < \frac{1}{4}$ ensures that the quadratic equation $x^2 - x + k = 0$ has two real roots and that these are both positive.)

Next consider
$$x_{n+1} - x_n = x_n^2 - x_n + k$$
But $x_n^2 - x_n + k < 0$ because $a < x_n < b$ (see exercise 1.12(4)). This completes the proof that $a < x_{n+1} < x_n < b$.

Since $(x_n)$ decreases and is bounded below by $a$, it converges.

Suppose that $x_n \to l$ as $n \to \infty$. Then $x_{n+1} \to l$ as $n \to \infty$. But $x_{n+1} = x_n^2 + k$ and so
$$l = l^2 + k$$
This implies $l = a$ or $l = b$. But $b$ cannot be the infimum of the sequence $(x_n)$ because it is not a lower bound. Hence $l = a$.

3 It is easily shown by induction that $k > x_n > 0$ (n = 1, 2, \ldots). Observe that
$$x_{n+1} - x_n = \frac{k}{1 + x_n} = \frac{x_n - x_n}{1 + x_n} = \frac{k(x_n - x_n)}{(1 + x_n)(1 + x_n - x_n)}$$
Hence $x_{n+1} - x_n$ has the opposite sign to $x_{n+1} - x_n$. It follows, using an induction argument that one of the sequences $(x_n)$ and $(x_n - x_n)$ increases and the other decreases. (In fact $(x_n - x_n)$ increases if $x_1 > x_1$ and decreases if $x_n < x_n$.)

That both sequences converge follow from theorem 4.17. Suppose that $x_n \to l$ as $n \to \infty$ and that $x_{n+1} \to m$ as $n \to \infty$. Then
$$l = \frac{k}{1 + m} \quad m = \frac{k}{1 + l}$$
$$l + lm = k; \quad m + lm = k$$
It follows that $l = m$ and that $l^2 + l = k$ as required. The conclusion about $(x_n)$ is that $x_n \to l$ as $n \to \infty$.

4 If $0 < a < b$, it is easily seen that the geometric mean $G = \sqrt{ab}$ (see example 3.10) and the harmonic mean $H = \frac{1}{\frac{1}{a} + \frac{1}{b}}$ (see exercise 1.12(3)) satisfy
$$a < H < G < b$$
We are given $\frac{1}{2} = y_1 = 1$. On the assumption that $x_{n+1} < y_n < 1$,
$$x_{n+1} < x_n < y_{n+1}$$
because $x_n$ is the geometric mean of $x_{n+1}$ and $y_{n+1}$. Further
Solutions to exercises (5.7)

$x_n < y_n < y_{n-1}$
because $y_n$ is the harmonic mean of $x_n$ and $y_{n-1}$. It follows by induction that $x_{n-1} < x_n < y_n < y_{n-1}$ ($n = 2, 3, \ldots$).

The sequence $(x_n)$ increases and is bounded above by $y_1 = 1$. The sequence $(y_n)$ decreases and is bounded below by $x_1 = \frac{1}{2}$. Hence both sequences converge. Suppose that $x_n \to l$ as $n \to \infty$ and $y_n \to m$ as $n \to \infty$. Then

\[
l^2 = lm
\]

Both of these equations yield $l = m$.

5. As in example 4.19 we apply the inequality of the geometric and arithmetic means with $a_1 = a_2 = \ldots = a_{n-1} = (1 + y/(a - 1))$ and $a_n = 1$.

Then

\[
\left(1 + \frac{y}{n-1}\right)^{n-1} \leq \frac{n-1}{n} \left(1 + \frac{y}{n}\right)^n + 1 = \left(1 + \frac{y}{n}\right).
\]

Hence

\[
\left(1 + \frac{y}{n-1}\right)^{n-1} \leq \left(1 + \frac{y}{n}\right)^n.
\]

This analysis is only valid if $a_1, a_2, \ldots, a_n$ are non-negative numbers and hence we have only shown that the sequence increases when

\[1 + \frac{y}{n-1} \geq 0 \quad \text{i.e. } n \geq 1 - y.
\]

As in example 4.19,

\[
\left(1 + \frac{y}{n}\right)^n \leq 1 + |y| + \frac{|y|^2}{2!} + \ldots + \frac{|y|^n}{n!}.
\]

Since there exists an $N$ such that, for any $n > N$,

\[
\frac{|y|^n}{n!} \leq \left(\frac{1}{2}\right)^n
\]

we may obtain from (2)

\[
\left(1 + \frac{y}{n}\right)^n \leq 1 + |y| + \ldots + \frac{|y|^N}{N!} + \left(\frac{1}{2}\right)^{N+1} + \ldots + \left(\frac{1}{2}\right)^n
\]

\[\leq C + \frac{1 - \left(\frac{1}{2}\right)^{n+1}}{1 - \frac{1}{2}} < C + 2
\]

where $C$ is a constant.

Solutions to exercises (5.7, 5.15)

It follows that the sequence is convergent since it increases and is bounded above. Note that the limit is positive since $1 + y/n$ is positive when $n$ is sufficiently large.

6. From the previous question we know that the sequence

\[
\left\langle \left(1 - \frac{x^n}{n^2}\right) \right\rangle
\]

converges to a positive limit $l$. It follows that positive numbers $a$ and $b$ can be found such that

\[a < \left(1 - \frac{x^n}{n^2}\right) < b
\]

for sufficiently large values of $n$. Hence

\[a^{1/n} < \left(1 - \frac{x^n}{n^2}\right)^{1/n} < b^{1/n}
\]

The result then follows from the sandwich theorem and example 4.14.

**Exercise 5.15**

1. For the sequence $(-1)^n(1 + 1/n)$ the set $L = \{-1, 1\}$. Observe that $(-1)^n(1 + 1/(2n)) \to 1$ as $n \to \infty$;

\[(-1)^n(1 + 1/(2n - 1)) \to -1 \quad \text{as } n \to \infty
\]

and the sequence possesses no subsequences which tend to a limit other than $1$ or $-1$. It follows that

(i) $\limsup_{n \to \infty} (-1)^n(1 + 1/n) = 1$  \quad (ii) $\liminf_{n \to \infty} (-1)^n(1 + 1/n) = -1$.

Note that

\[\sup_{n \geq 1} (-1)^n(1 + 1/n) = (-1)^2(1 + 1/2) = \frac{3}{2}
\]

\[\inf_{n \geq 1} (-1)^n(1 + 1/n) = (-1)^1(1 + 1/1) = -2.
\]

2. Observe that every rational number in the interval $(0, 1)$ occurs infinitely often as a term in the given sequence.

Let $x \in [0, 1]$. By exercise 3.6(4), a term $r_{n_1}$ of the sequence can be found such that

\[x - 1 < r_{n_1} < x + 1.
\]

A term $r_{n_2}$ with $n_2 > n_1$ can then be found such that
x - \frac{1}{k} \leq r_n < x + \frac{1}{k}.

Continuing in this way we construct a subsequence \((r_n)\) such that
\[
x - \frac{1}{k} < r_n < x + \frac{1}{k}
\]
and hence \(r_n \to x\) as \(k \to \infty\) by the sandwich theorem.

3 The hypothesis of the question implies that \((x_n)\) contains a subsequence all of whose terms are at least as large as \(b\). By the Bolzano–Weierstrass theorem, this subsequence in turn contains a convergent subsequence \((x_{n_k})\). Suppose that \(x_{n_k} \to \ell as r \to \infty\). Since \(x_{n_k} \geq b\) \((r = 1, 2, \ldots)\), it follows from theorem 4.23 that \(\ell \geq b\).

4 Suppose it is false that, for any \(\varepsilon > 0\), there exists an \(N\) such that, for any \(n > N\), \(x_n < \ell + \varepsilon\). Then for some \(\varepsilon > 0\) it is true that for each \(N\) we can find an \(n > N\) such that \(x_n > \ell + \varepsilon\). From exercise 5.15(3) we can then deduce the existence of a convergent subsequence with limit \(\ell \geq \ell + \varepsilon\). This contradicts the definition of \(\ell\) (see §5.12).

The corresponding result for \(\ell^+\) is that for any \(\varepsilon > 0\), we can find an \(N\) such that, for any \(n > N\), \(x_n > \ell + \varepsilon\).

5 Suppose that \(\ell = \ell^+\). Let \(\varepsilon > 0\) be given. By the previous question we can find an \(N_1\) such that, for any \(n > N_1\),
\[
x_n < \ell + \varepsilon.
\]
We can find an \(N_2\) such that, for any \(n > N_2\),
\[
\ell - \varepsilon < x_n.
\]
Take \(N = \max\{N_1, N_2\}\). Provided \(n > N\), inequalities (3) and (4) are true simultaneously. Hence, for any \(n > N\),
\[
\ell - \varepsilon < x_n < \ell + \varepsilon
\]
i.e., \(|x_n - \ell| < \varepsilon\).

Thus \(x_n \to \ell\) as \(n \to \infty\).

That \(x_n \to \ell\) as \(n \to \infty\) implies \(\ell = \ell^+ = \ell\) is trivial.

To prove the last part of the question one only has to note that, if \(m\) is the limit of a convergent subsequence, then \(\ell \leq m \leq \ell^+\).

6 The sequence \((M_n)\) decreases because we are taking the supremum at each stage of a smaller and smaller set. Any lower bound for \((x_n)\) is also a lower bound for \((M_n)\). It follows from theorem 4.17 that \((M_n)\) converges. Suppose that \(M_n \to M\) as \(n \to \infty\).

Suppose that \(x_n \to \ell\) as \(r \to \infty\). Then, for \(n, \geq n\),
\[
x_n \leq M_n
\]
and hence \(\ell \leq M_n\) by theorem 4.23. From theorem 4.23 again it follows that \(\ell \leq M\). This is true for each \(\ell \leq \ell\) and so \(\ell \leq M\).

From exercise 5.15(4) we know that, given any \(\varepsilon > 0\), we can find an \(n\) such that, for any \(k \geq n\),
\[
x_n < \ell^+ + \varepsilon.
\]
Thus \(\ell + \varepsilon\) is an upper bound for the set \(\{x_k: k \geq n\}\) and it follows that
\[
M \leq M_n \leq \ell + \varepsilon.
\]
Since this is true for any \(\varepsilon > 0\), \(M \leq \ell\) (see example 1.7).

We conclude that \(M = \ell\)

i.e., \(\lim_{n \to \infty} \left(\sup_{k \geq n} x_k\right) = \text{lim sup} x_n\).

• Exercise 5.21

1 If \(n > m\),
\[
|x_n - x_m| \leq |x_n - x_{n-1}| + |x_{n-1} - x_{n-2}| + \ldots + |x_{m+1} - x_m|
\]
\[
\leq a^{n-1} + a^{n-2} + \ldots + a^m
\]
\[
= a^m \frac{1 - a^{n-m}}{1 - a} < \frac{a^m}{1 - a}.
\]

Given \(\varepsilon > 0\), choose \(N\) so large that, for any \(m > N\),
\[
\frac{a^m}{1 - a} < \varepsilon \quad \text{(Example 4.12)}.
\]

The result then follows.

Exercise 4.20(3) provides the example \(y_n = \sqrt{n} (n = 1, 2, \ldots)\).

2 Note first that \(a < x_n < b\) \((n = 1, 2, \ldots)\). Hence
\[
\frac{a}{b} < \frac{x_{n+1}}{x_n} < \frac{b}{a}.
\]

Next observe that
\[
x_{n+2} - x_{n+1} = x_{n+1} x_n - x_{n+1}^2 = x_{n+1} (x_n - x_{n+1})
\]
\[
|x_{n+2} - x_{n+1}| = \frac{x_{n+1}}{x_{n+2} + x_{n+1}} |x_n - x_{n+1}|
\]
\[
< \frac{b}{a + b} |x_n - x_{n+1}|.
\]

It follows that
|$x_{n+1} - x_n| \leq \left( \frac{b}{a+b} \right)^{n-1} |x_2 - x_1|

and so we may proceed as in the previous question.

3 If $x_{n+2} = \frac{1}{2}(x_n + x_{n+1})$,

$x_{n+2} + \frac{1}{2}x_{n+1} = x_{n+1} + \frac{1}{2}x_n = \ldots = x_2 + \frac{1}{2}x_1$.

Put $l = \frac{3}{2}(x_2 + \frac{1}{2}x_1)$. Then

$x_{n+1} + \frac{1}{2}x_n = \frac{3}{2}l$

$x_{n+1} - l = \frac{1}{2}(l - x_n)$.

Hence

$|x_{n+1} - l| = \frac{1}{2}|x_n - l| = \ldots = \frac{1}{2^n} |x_1 - l| \to 0$ as $n \to \infty$.

It follows that $x_n \to l$ as $n \to \infty$.

If $x_{n+2} = \{x_n + x_{n+1}\}^{1/2}$,

$x_n^2 + 2x_n x_{n+1} = x_{n+1}^2 + x_n^2 = \ldots = x_2^2 + x_1^2$.

Put $l = x_2^2 x_1^{1/3}$. Then

$x_n^2 x_1 = l^3$

and it follows that $x_n \to l$ as $n \to \infty$.

4 Let $(x_n)$ be a sequence of points in $[a, b]$. Since $[a, b]$ is bounded, the sequence $(x_n)$ is bounded. By the Bolzano–Weierstrass theorem, the sequence therefore has a convergent subsequence $(x_{n_r})$. Suppose that $x_{n_r} \to l$ as $r \to \infty$. Since $a \leq x_{n_r} \leq b$, it follows from theorem 4.23 that $a \leq l \leq b$. Hence $(x_{n_r})$ converges to a point of $[a, b]$.

5 Suppose that $I$ is unbounded above. By exercise 4.29(6), we can find a sequence $(x_n)$ of points of $I$ such that $x_n \to +\infty$ as $n \to \infty$. But no subsequence of such a sequence can converge and so this is a contradiction. Hence $I$ is bounded above. Let $b = \sup I$. By theorem 4.29(6) we can find a sequence $(x_n)$ of points of $I$ such that $x_n \to b$ as $n \to \infty$. All subsequences of $(x_n)$ also converge to $b$ (theorem 5.2). Hence $b \in I$.

Similarly for $a = \inf I$.

6 Let $(x_n)$ be a sequence of distinct points of $S$. Since $(x_n)$ is bounded it contains a convergent subsequence $(x_{n_r})$. Suppose that $x_{n_r} \to \xi$ as $r \to \infty$. Then $\xi$ is a cluster point of $S$.

--

**Solutions to exercises (6.26)**

1 We have

$$\frac{3n - 2}{n(n + 1)(n + 2)} = \frac{1}{n} + \frac{5}{n + 1} - \frac{4}{n + 2}.$$  

It follows that

$$\sum_{n=1}^{N} \frac{3n - 2}{n(n + 1)(n + 2)} = \left( -\frac{1}{n} + \frac{4}{n + 1} - \frac{4}{n + 2} \right)$$

$$+ \left( \frac{-\frac{1}{n} + \frac{5}{n + 1} - \frac{4}{n + 2}}{N + 1} \right)$$

$$+ \left( \frac{-\frac{1}{n} + \frac{5}{n + 1} - \frac{4}{n + 2}}{N + 2} \right)$$

$\to 1$ as $N \to \infty$.

2 A convergent sequence is bounded (theorem 4.25). It follows that, for some $H$,

$$a_n \leq H b_n \quad (n = 1, 2, \ldots)$$

Thus the convergence of $\Sigma_{n=1}^{\infty} b_n$ implies that of $\Sigma_{n=1}^{\infty} a_n$ by the comparison test.

Since $l > 0$, from exercise 4.29(2), there exists an $N$ such that, for any $n > N$,

$$a_n > \frac{1}{2} l b_n$$

and hence the convergence of $\Sigma_{n=1}^{\infty} b_n$ implies that of $\Sigma_{n=1}^{\infty} a_n$ by the comparison test.

(i) Take $a_n = \frac{1}{2n}$ and $b_n = \frac{1}{n}$. Since $\sum_{n=1}^{\infty} \frac{1}{n}$ diverges (theorem 6.5), it

it follows that $\sum_{n=1}^{\infty} \frac{1}{2n}$ diverges.
Solutions to exercises (6.26)

2 We have

$$b_n = a_{n+1} + \ldots + a_{2n} = \sum_{k=n}^{2n} a_k - \sum_{k=n}^{2n-1} a_k \to 0 \text{ as } n \to \infty.$$  

Since the sequence $(a_n)$ decreases,

$$b_n \geq n a_{2n} \to 0.$$  

It follows from the sandwich theorem that $2n a_{2n} \to 0 \text{ as } n \to \infty.$

3 The series diverges because its terms do not tend to zero (see example 5.11).

4 (i) We use the ratio test.

$$\left| \frac{a_{n+1}}{a_n} \right| = \frac{(n+1)!^2 (2n)!}{(2n+1)! (n+1)!} \to 1 \text{ as } n \to \infty.$$  

The series therefore converges.

(ii) Again the ratio test may be applied.

$$\left| \frac{a_{n+1}}{a_n} \right| = \frac{(n+1)!^2 (2n)!}{(n+1)! (2n+1)! (n+1)!^2} \to \frac{5}{4} \text{ as } n \to \infty.$$  

The series therefore diverges.

(iii) We use the $n$th root test

$$\left( \frac{n}{n+1} \right)^{1/n} = \left( \frac{1}{1} \right)^{1/n} \to \frac{1}{e} \text{ as } n \to \infty.$$  

The series therefore converges because $e > 1.$

(iv) Again the $n$th root test may be applied.

$$\left( \frac{n}{n+1} \right)^{4/n} \to \frac{4}{e} \text{ as } n \to \infty.$$  

The series therefore diverges because $e < 4.$

(v) We have

$$\sqrt[n]{n+1} = \frac{1}{n} \left( \frac{1}{n+1} + \frac{1}{n} \right) < \frac{1}{n^{3/2}} \quad (n = 1, 2, \ldots)$$

and hence the series converges by the comparison test (see theorem 6.6).

(vi) This series converges by theorem 6.13.

6 We have

$$t_n = 1 + \frac{1}{3} + \frac{1}{5} + \frac{1}{7} + \frac{1}{9} + \ldots + \frac{1}{4n-3} + \frac{1}{4n-1} - \frac{1}{2n}$$

$$= \left[ 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \ldots + \frac{1}{2n} \right] - \left[ \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n} \right]$$

$$= \frac{1}{2} (n + 1) + \frac{1}{n+2} + \ldots + \frac{1}{2n},$$

Here $s_n$ denotes the $n$th partial sum of the given conditionally convergent series with sum $s.$ Observe that

$$\left[ \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{2n} \right] = \left[ \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n} \right] = \frac{1}{2} + \frac{1}{4} + \ldots + \frac{1}{2n}.$$  

From this identity it follows that

$$\left[ \frac{1}{n+1} + \frac{1}{n+2} + \ldots + \frac{1}{2n} \right] = s_{2n}.$$  

Hence

$$t_n = s_{2n} + \frac{3}{2} s_{2n} \to \frac{3}{2}s \text{ as } n \to \infty.$$  

Exercise 7.16

1

\[ \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
\end{array} \]
Each vertical line meets the graph in one and only one point. The range is \( \{2, 5\} \). The image of the set \([1, 2]\) is \( \{5\} \).

\[ \text{(i) The equation does not define a function from } \mathbb{R} \text{ to itself.} \]

The value \( x = 2 \) is an example of an \( x \) for which no corresponding \( y \) exists.

\[ \text{(ii) The equation does not define a function from } [-1, 1] \text{ to } \mathbb{R}. \]

The value \( x = 0 \) is an example of an \( x \) for which two corresponding values of \( y \) (namely +1 and -1) exist.

\[ \text{(iii) The equation does define a function from } [-1, 1] \text{ to } [0, 1]. \]

For each \( x \) satisfying \(-1 < x < 1\) there is precisely one \( y \) with \( 0 < y < 1 \) satisfying \(|x| + |y| = 1\), i.e. \( y = 1 - |x| \).

We have

\[ f \circ g(x) = f(g(x)) = \frac{1 - g(x)}{1 + g(x)} = \frac{1 - 4x(1 - x)}{1 + 4x(1 - x)} \quad (0 \leq x \leq 1) \]

\[ g \circ f(x) = g(f(x)) = 4f(x)(1 - f(x)) = 4 \left( \frac{1 - x}{1 + x} \right)^2 \quad (0 \leq x \leq 1). \]

The two formulae give different results when \( x = 1 \) and hence define different functions.

In order that \( f^{-1} : [0, 1] \to [0, 1] \) exist, it must be true that, for each \( y \) satisfying \( 0 \leq y \leq 1 \), the equation

\[ y = \frac{1 - x}{1 + x} \]

has a unique solution \( x \) satisfying \( 0 \leq x \leq 1 \). This requirement is easily checked by solving the equation

\[ y + xy = 1 - x \]

\[ x = \frac{1 - y}{1 + y}. \]
and hence $H + K$ is an upper bound for the set 

$$\{f(x) + g(x) : x \in S\}.$$ 

The result follows.

To show that equality need not hold, take $S = [0, 1]$ and let $f(x) = x$ ($0 < x < 1$) and $g(x) = 1 - x$ ($0 < x < 1$). Then $f(x) + g(x) = 1$ ($0 < x < 1$). Thus 

$$\sup_{x \in S} \{f(x) + g(x)\} = 1$$ 

but 

$$\sup_{x \in S} f(x) + \sup_{x \in S} g(x) = 1 + 1 = 2.$$ 

**Exercise 8.15**

1. Since rational functions are continuous at every point at which they are defined (Theorem 8.13), we obtain 

   (i) $\lim_{x \to 1} \frac{x^2 + 4}{x^2 - 4} = \frac{1 + 4}{1 - 4} = -\frac{5}{3}$.

   (ii) $\lim_{x \to 0} \frac{x^2 + 5x^4 + 9}{3x^2 + 7} = \frac{0 + 5.0 + 9}{3.0 + 7} = 9/7$.

2. 

   $$f(x) = \begin{cases} 
   3 - x & (x > 1) \\
   1 & (x = 1) \\
   2x & (x < 1). 
   \end{cases}$$

   (i) $f(x) \to 2$ as $x \to 1^-$. Given any $\varepsilon > 0$, we must show how to find a $\delta > 0$ such that 

   $$|f(x) - 2| < \varepsilon$$

   provided that $1 - \delta < x < 1$. Since we are only concerned with values of $x$ satisfying $x < 1$, we can replace $f(x)$ by $2x$. The condition $|f(x) - 2| < \varepsilon$ then becomes $|2x - 2| < \varepsilon$, i.e., $1 - \frac{\varepsilon}{2} < x < 1 + \frac{\varepsilon}{2}$. We therefore have to find a $\delta > 0$ such that 

   $$1 - \frac{\varepsilon}{2} < x < 1 + \frac{\varepsilon}{2}$$

   provided that $1 - \delta < x < 1$. The choice $\delta = \frac{\varepsilon}{2}$ clearly suffices.

   (ii) $f(x) \to 2$ as $x \to 1^+$. Given any $\varepsilon > 0$, we must show how to find a $\delta > 0$ such that 

   $$|f(x) - 2| < \varepsilon$$

   provided that $1 < x < 1 + \delta$. Since we are only concerned with values of $x$ satisfying $x > 1$, we can replace $f(x)$ by $3 - x$. The condition $|f(x) - 2| < \varepsilon$ then becomes $|3 - x - 2| < \varepsilon$, i.e., $1 - \varepsilon < x < 1 + \varepsilon$. The choice $\delta = \varepsilon$ therefore suffices.

   It follows from Proposition 8.4 that 

   $$\lim_{x \to 1} f(x)$$

   exists and is equal to 2. Note that $f(1) = 1$ and so the function is not continuous at the point 1.

3. If $x \neq 0$, 

   $$f(x) = \frac{1 + 2x + x^2 - 1}{x} = 2 + x.$$ 

   Since in considering a limit as $x \to 0$ we deliberately exclude consideration of the value of the function at $x = 0$, it follows that 

   $$\lim_{x \to 0} f(x) = \lim_{x \to 0} (2 + x) = 2.$$ 

4. Let $\varepsilon > 0$ be given. We must find a $\delta > 0$ such that $|x - \xi| < \varepsilon$ provided that $0 < |x - \xi| < \delta$. The choice $\delta = \varepsilon$ clearly suffices.

   Observe that 

   $$|f(x) - \xi| < |\xi - x|$$

   and hence $f(x) \to \xi$ as $x \to \xi$ by the sandwich theorem (Proposition 8.14).

5. If $\xi > 0$, let $0 < X < \xi < Y$ and take $\xi = y$ in exercise 3.11(6). If $X < x < Y$, 

   $$\frac{1}{n} x^{1/n} y^{-1}|x - \xi| \leq |x^{1/n} - \xi^{1/n}| \leq \frac{1}{n} X^{1/n} X^{-1} |x - \xi|$$

   and the sandwich theorem applies.

   To prove that $f(x) \to 0$ as $x \to 0^+$, we must show that, given any $\varepsilon > 0$, we can find a $\delta > 0$ such that 

   $$x^{1/n} = |x^{1/n} - 0| < \varepsilon$$

   provided that $0 < x < \delta$. The choice $\delta = \varepsilon^n$ suffices.
6 For any \( \epsilon > 0 \), we can find a \( \delta > 0 \) such that
\[
|f(x) - l| < \epsilon
\]
provided \( 0 < |x - \xi| < \delta \). Since this is true for any \( \epsilon > 0 \), it is therefore true for \( \epsilon = l \) (with an appropriate value of \( \delta \), say \( \delta = h \)). We then obtain
\[
|f(x) - l| < l
\]
i.e. \( 0 = l - l < f(x) < l + l \)
provided that \( 0 < |x - \xi| < h \), i.e. \( \xi - h < x < \xi + h \) and \( x \neq \xi \).
(i) If \( l < 0 \), an \( \eta > 0 \) can be found such that \( f(x) < \eta \) provided that \( \xi - h < x < \xi + h \) and \( x \neq \xi \).
(ii) If \( l = 0 \), nothing of this sort can be said.

Exercise 8.20
1 (i) Given \( H > 0 \), we must find an \( \delta > 0 \) such that
\[
x^{-1} < H
\]
provided that \( -\delta < x < 0 \). If \( x < 0 \), (5) is equivalent to \( 1 > -Hx \) which is in turn equivalent to
\[
-H^{-1} < x
\]
and hence the choice \( \delta = H^{-1} \) will suffice.
(ii) Given \( H > 0 \), we must find an \( X \) such that
\[
x^2 > H
\]
provided that \( x > X \). The choice \( X = \sqrt{H} \) suffices.

2 Let \( \epsilon > 0 \) be given. We must find an \( X \) such that
\[
|f(g(x)) - l| < \epsilon
\]
provided that \( x > X \). Since \( f(y) \to l \) as \( y \to +\infty \), we can find a \( Y \) such that
\[
|f(y) - l| < \epsilon
\]
provided that \( y > Y \).
Since \( g(x) \to +\infty \) as \( x \to +\infty \), we can find an \( X \) such that, for any \( x > X \),
\[ g(x) > Y. \]

If \( x > X \), it follows that (7) is satisfied with \( y = g(x) \) and hence that (6) is satisfied with \( y = g(x) \). But this is what we had to prove.
The problems of theorem 8.17 arise because of the possibility that \( g(x) = \eta \) for some values of \( x \). In the above problem \( \eta \) is replaced by \( +\infty \) which is not a possible value for \( g \).

3 Let \( \epsilon > 0 \) be given. We have to find an \( X \) such that, for any \( x > X \),
\[
|f(x^{-1}) - l| < \epsilon.
\]
Since \( f(y) \to l \) as \( y \to 0+ \), we can find a \( \delta > 0 \) such that
\[
|f(y) - l| < \epsilon
\]
provided that \( 0 < y < \delta \).
We choose \( X = \delta^{-1} \). Then, if \( x > X \),
\[ y = x^{-1} < X^{-1} = \delta \]
and the result follows.

4 Suppose that \( f(x) \to \lambda \) as \( x \to \xi \). Then \( f(x_n) \to \lambda \) as \( n \to \infty \) and \( f(y_n) \to \lambda \) as \( n \to \infty \) (theorem 8.9). This is a contradiction.

5 Take \( x_n = 1/n \) \((n = 1, 2, \ldots)\) and \( y_n = \sqrt{2/n} \) \((n = 1, 2, \ldots)\), Then \( f(x_n) = 1 \to 1 \) as \( n \to \infty \) and \( f(y_n) = 0 \to 0 \) as \( n \to \infty \). Hence
\[
\lim_{n \to \infty} f(x)
\]
does not exist by the previous question.

6 We have \( 0 < |x f(x)| < |x| \) and so the result follows from the sandwich theorem.

Exercise 9.17
1 Continuous on \((-2, 2)\) and on \([0, 1]\). Recall that a rational function is continuous wherever it is defined.

Continuous on \((-2, 2)\) and on \([0, 1]\). Note that the function has a "corner" at \( x = 1 \).
Hence we can find $a$ and $b$ such that $P(a) < 0 < P(b)$. Since $P$ is continuous everywhere, it follows from corollary 9.10 that there exists a $\xi$ between $a$ and $b$ such that $P(\xi) = 0$. (Similarly if $a_n < 0$.)

4 Suppose that $\xi$ can be found with $f(\xi) > 0$. Since $f(x) \to 0$ as $x \to \pm \infty$, we can find $b > \xi$ such that, for any $x > b$, $|f(x)| < f(\xi)$. Also, since $f(x) \to 0$ as $x \to -\infty$, we can find $a < \xi$ such that, for any $x < a$,

$$|f(x)| < f(\xi).$$

By theorem 9.12, $f$ attains a maximum on $[a, b]$. Suppose that $f(\eta) > f(x)$ $(x \in [a, b])$. Then $f(\eta) > f(x)$ $(x \notin [a, b])$. Hence $f$ attains a maximum on $\mathbb{R}$.

If a $\xi$ can be found for which $f(\xi) < 0$, then a similar argument shows the existence of a minimum on $\mathbb{R}$.

If $f(x) = 0$ for all $x$, the result is trivial.

5 Let $x_1 \in I$. Then there exists an $x_2 \in I$ such that $|f(x_2)| \leq \frac{1}{2} |f(x_1)|$ and there exists an $x_3 \in I$ such that $|f(x_3)| \leq \frac{1}{3} |f(x_2)|$ and so on. We can therefore find a sequence $(x_n)$ of points of $I$ such that

$$|f(x_n)| \leq \frac{1}{2} |f(x_{n-1})| \leq \frac{1}{3} |f(x_{n-2})| \leq \ldots \leq \frac{1}{2^{n-1}} |f(x_1)|.$$

It follows that $f(x_n) \to 0$ as $n \to \infty$. Since $I$ is compact, the sequence $(x_n)$ contains a subsequence $(x_{n_p})$ which converges to a point $\xi \in f(I)$ (exercise 5.21(4)). Because $f$ is continuous on $I$, $f(x_{n_p}) \to f(\xi)$ as $r \to \infty$ (proposition 9.6). Hence $f(\xi) = 0$.

6 That $f$ is continuous on $I$ follows from proposition 9.3. We have

$$|x_{n+1} - x_n| = |f(x_n) - f(x_{n-1})| \leq |a||x_n - x_{n-1}|.$$

Hence

$$|x_{n+1} - x_n| \leq 2^{n-1}|x_2 - x_1| \quad (n = 2, 3, \ldots).$$

As in exercise 5.21(1), we may conclude that $(x_n)$ is a Cauchy sequence and hence that $(x_n)$ converges. Suppose that $x_n \to l$ as $n \to \infty$. Because $I$ is closed we have that $l \in I$. But $f$ is continuous on $I$ and therefore we may deduce from the equation

$$x_{n+1} = f(x_n)$$

that $l = f(l)$.

Exercise 10.11

We have to consider:

$$\frac{1}{h} \left\{ \frac{1}{1 + (x + h)^2} \right\} = \frac{1}{h} \left\{ \frac{1 + x^2 - 1 - x^2 - 2xh - h^2}{(1 + (x + h)^2)(1 + x^2)} \right\}$$
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\[
\lim_{h \to 0} \frac{-2x - h}{(1 + (x + h)^2)^2} = \frac{-2x}{(1 + x^2)^2}
\]

\(\text{as } h \to 0\).

2. Let \(n = -m\) where \(m \in \mathbb{N}\). Then, by theorem 10.9(iii),

\[
Dx^n = D \cdot \frac{1}{x^m} = \frac{x^m - 1}{x^{m+1}} = -mx^{m-1} = nx^{n-1}.
\]

3. If \(h > 0\),

\[
\frac{f(1 + h) - f(1)}{h} = \frac{2 + 2h - 2}{h} = 2 \to 2 \text{ as } h \to 0 +.
\]

If \(h < 0\),

\[
\frac{f(1 + h) - f(1)}{h} = \frac{(1 + h)^2 + 1 - 2}{h} = 2 + h \to 0 \text{ as } h \to 0 -.
\]

That \(f'(1) = 2\) then follows from proposition 8.4.

On the other hand, if \(h > 0\),

\[
\frac{g(0 + h) - g(0)}{h} = \frac{h - 0}{h} \to 1 \text{ as } h \to 0 +
\]

but, if \(h < 0\),

\[
\frac{g(0 + h) - g(0)}{h} = \frac{-h - 0}{h} \to -1 \text{ as } h \to 0 -.
\]

4. By exercise 3.11(3), \(P(x) = (x - \xi)R(x)\) where \(R\) is a polynomial of degree \(n - 1\). Thus

\[
P'\xi) = R(x) + (x - \xi)R'\xi) \text{ (theorem 10.9(ii)).}
\]

Since \(P'\xi) = 0\) it follows that \(R(\xi) = 0\) and therefore \(R(x) = (x - \xi)Q(x)\) where \(Q\) is a polynomial of degree \(n - 2\).

5. Put \(g_1(x) = (x - \xi)^2\). Then

\[
D^n_{g_1}(x) = (l - 1) \ldots (l - k + 1)(x - \xi)^{l-k} \quad (k = 0, 1, 2, \ldots, l).
\]

It follows that \(D^n_{g_1}(\xi) = 0 \quad (k = 0, 2, \ldots, l - 1)\) and

\(D^n_{g_1}(\xi) = l! \quad (x \in \mathbb{R})\).

Hence \(D^n_{g_1}(\xi) = 0 \quad (k = l + 1, l + 2, \ldots)\). We now apply these results to the 'Taylor polynomial' \(P\) and obtain

\[
D^n_{P'}(\xi) = 0 + 0 + \ldots + \frac{1}{k!} f^{(k)}(\xi) D^n_{g_k}(\xi) + \ldots + 0
\]

\[= f^{(k)}(\xi) \quad (k = 0, 1, \ldots, n - 1).\]

6. We prove the result by induction. It certainly holds for \(n = 1\). If

\[
D^n_{f'g} = \sum_{i=0}^{n} \binom{n}{i} D^if D^{n-i}g
\]

then

\[
D^n_{f'g} = \sum_{i=0}^{n} \binom{n}{i} \{D_{f^{(n+i)}} D^i f D^{n-i}g + D^if D^{n-i}g}\]

and the proof continues as in the solution to exercise 3.11(4).

Exercise 10.15

1. Let \(y > x\). Then, by exercise 3.11(6) with \(X = x\) and \(Y = y\),

\[
\lim_{y \to x} \frac{y^{1/n}}{y - x} = \frac{1}{n} \frac{x^{1/n} - x^{-1/n}}{y - x} \leq \frac{1}{n} \frac{1}{x^{1/n} - x^{-1/n}}.
\]

It follows from the sandwich theorem that

\[
\lim_{y \to x} \frac{y^{1/n} - x^{1/n}}{y - x} = \frac{1}{n} x^{1/n} - x^{-1/n}.
\]

A similar argument shows that the left hand limit is the same.

2. Write \(r = \frac{m}{n}\) where \(m\) is an integer and \(n\) a natural number. Then

\[
D \{x^{m/n}\} = D \left\{x^m \right\}^{1/n} = \frac{1}{n} \left\{x^m \right\}^{1/n} x^{-m} mx^{m-1} = \frac{m}{n} x^{m/n} x^{-1}.
\]

3. (i) \(D \{1 + x^{1/2}\} = \frac{1}{2} \{1 + x^{1/2}\}^{-1/2} \frac{1}{2} x^{-1/2} \quad (x > 0)\).

(ii) \(D \{x + x^{1/2}\}^{1/2} = \frac{1}{2} \left[1 + \left(1 + x^{1/2}\right)^{-1/2}\right] \left\{1 + \left(x + x^{1/2}\right)^{-1/2}\right\} \quad (x > 0)\).

4. \(\frac{d}{dx} \{f(x^2)\} = f'(x^2)2x; \quad \frac{d}{dx} \{f(x)^2\} = 2f(x)f'(x)\).

When \(x = 1\),

\[2f'(1) = 2f(1)f'(1)\]

and the result follows.

5. By theorem 10.13,

\[1 = Dx = D(f^{-1} \circ f) = Df^{-1}(y)Df(x).\]
Observe that, for \( h > 0 \),
\[
\frac{(0 + h)^{1/3} - 0^{1/3}}{h} = h^{-2/3} \to +\infty \text{ as } h \to 0^+.
\]
Thus \( g^{-1} \) is not differentiable at 0.

6 If \( x \) is rational, then \( y = f(x) = x \) is rational and so
\[
f \circ f(x) = f(f(x)) = f(y) = y = f(x) = x.
\]
If \( x \) is irrational, then \( y = f(x) = -x \) is irrational and so
\[
f \circ f(x) = f(f(x)) = f(y) = -y = -f(x) = x.
\]
A thoughtless application of theorem 10.13 would yield
\[
Df(x) = \frac{1}{Df(y)} \quad (y = f(x)).
\]
But the function \( f \) is not differentiable at any point - thus nothing can be deduced from theorem 10.13.

**Exercise 11.8**

1 The stationary points are the roots of the equation \( f'(x) = 0 \). But
\[
f(x) = x^3 - 3x^2 + 2x \text{ and so}
\]
\[
f'(x) = 3x^2 - 6x + 2
\]
and hence the stationary points are given by
\[
x = \frac{3 \pm \sqrt{(9 - 6)}}{3} = 1 \pm \frac{1}{\sqrt{3}}.
\]

If the maximum on the compact interval \([0, 3]\) is not attained at an endpoint, then it must be achieved at a stationary point (theorem 11.2). The only possible candidates for a point at which a maximum is achieved are therefore \( x = 0, x = 1 \pm 3^{-1/2} \) and \( x = 3 \). If \( f \) is evaluated at each of these points, one finds that \( f(3) = 6 \) gives the largest value and hence 6 is the maximum. A similar argument shows that \( -2/3\sqrt{3} \) is the minimum and this is achieved at \( x = 1 + 3^{-1/2} \).

2 Choose the constant \( h \) so that \( F = f + hg \) satisfies \( F(a) = F(b) \) and thus Rolle's theorem may be applied. We need
\[
f(a) + hg(a) = f(b) + hg(b)
\]
i.e.
\[
h = \frac{f(b) - f(a)}{g(b) - g(a)}.
\]
We obtain the existence of a \( \xi \in (a, b) \) such that
\[
0 = F'(\xi) = f'(\xi) + hg'(\xi)
\]
i.e.
\[
h = -\frac{f'(\xi)}{g'(\xi)}
\]
and the result follows.

3 Apply the previous result with \( b = x \). We deduce the existence of a \( \xi \in (a, x) \) such that
\[
f'(\xi) = \frac{f(x)}{g(x)}
\]
Observe that \( \xi \) depends on the value of \( x \), i.e. \( \xi \) is a function of \( x \). By exercise 8.15(d), we have \( \xi \to a \) as \( x \to a \). Moreover \( \xi \neq a \) when \( x > a \) and so it follows from theorem 8.17(ii), that
\[
\lim_{x \to a^+} \frac{f'(\xi)}{g'(\xi)} = \lim_{y \to a^+} \frac{f'(y)}{g'(y)}
\]
provided that the second limit exists. The result follows.
\[
\lim_{y \to +\infty} y - \sqrt{1 + y^2} = \lim_{x \to 0^+} \left[ \frac{1}{x} - \sqrt{1 + \frac{1}{x}} \right]
\]
4 Given that \( f'(x) = x^2 \) for all \( x \), it follows that
\[
D\{f(x) - x^3\} = f'(x) - x^2 = 0
\]
for all \( x \) and hence there exists a constant \( c \) such that \( f(x) - x^3 = c \) for all \( x \).

5 From Rolle's theorem we may deduce the existence of numbers \( \eta_0, \eta_1, \ldots, \eta_{n-1} \), such that \( \xi_0 < \eta_0 < \xi_1 < \eta_1 < \ldots < \xi_{n-1} < \eta_{n-1} < \xi_n \) and
\[
f'(\eta_i) - f'(\eta_{i+1}) = 0 \quad (i = 0, 1, \ldots, n-1).
\]

Continuing in this way we can demonstrate the existence of a \( \xi \) such that
\[
f^{(n)}(\xi) - f^{(n)}(\xi) = 0.
\]

But a polynomial of degree \( n-1 \) has the property that \( f^{(n)}(x) = 0 \) for all \( x \).

6 Since \( g(0) = g(1) = 0 \), it follows that \( f(0) = f(1) = 1 \) and so Rolle's theorem may be applied on the interval \([0, 1] \). We obtain the existence of a \( \xi \in (0, 1) \) such that \( f'(\xi) = 0 \). But then \( f(\xi) = 1 \) and so Rolle's theorem may be applied on the intervals \([0, \xi] \) and \([\xi, 1] \) and so on. This argument shows that between every pair of points \( x \) and \( y \) for which \( f(x) = f(y) = 1 \), we can find a point \( z \) for which \( f(z) = 1 \).

Suppose that \( 0 < a < b < 1 \) and \( (a, b) \) contains no point \( x \) for which \( f(x) = 1 \). Let
\[
A = \sup \{x : x \in (a, b) \text{ and } f(x) = 1\}; \quad B = \inf \{y : y \in (a, b) \text{ and } f(y) = 1\}.
\]

Because \( a < b \), \( A < B \). Also, the continuity of \( f \) implies that
\[
f(A) = f(B) = 1 \quad \text{[use exercise 4.29(6) and theorem 8.9].}
\]

But we know that a point \( C \) can be found between \( A \) and \( B \) for which \( f(C) = 1 \) and this is a contradiction.

Let \( x \in [0, 1] \). Since every open subinterval of \([0, 1]\) contains a point \( \xi \) for which \( f(\xi) = 1 \), we can find a sequence \( \xi_n \) of points of \([0, 1]\) with \( f(\xi_n) = 1 \) such that \( \xi_n \to x \) as \( n \to \infty \). This implies that
\[
f(x) = 1 \text{ because } f \text{ is continuous.}
\]

Exercise 11.11

1 Let \( f : \mathbb{R} \to \mathbb{R} \) be defined by \( f(x) = x^n \) and apply Taylor's theorem in the form
\[
f(y) = f(\xi) + \frac{1}{1!}(y - \xi)f'(\xi) + \ldots + \frac{1}{n!}(y - \xi)^n f^{(n)}(\xi) + E_{n+1}.
\]

Put \( y = x + 1 \) and \( \xi = 1 \). One then has to observe that, for \( k = 0, 1, \ldots, n \),
\[
\frac{1}{k!} f^{(k)}(\xi) = \frac{n(n-1) \ldots (n-k+1)\xi^{n-k}}{k!} = \left(\begin{array}{c}n \\ k\end{array}\right)
\]
and that
\[
E_{n+1} = \frac{1}{(n+1)!} x^{n+1} f^{(n+1)}(\eta) = 0.
\]

2 By Taylor's theorem
\[
(1 + 4)^{1/2} = 2 + 1 \cdot 4^{-1/2} + \frac{1}{2!} \cdot 4^{-3/2} + \frac{1}{3!} \cdot \frac{1}{2} (4^{-1/2} 16^{1/2} 2) n^{-5/2}
\]
where \( \eta \) lies between 4 and 5. Hence
\[
\sqrt{5} = 2^{1/2} + \frac{1}{2} \eta^{-5/2}
\]
But
\[
\eta^{5/2} > 4^{5/2} = 2^5
\]
and the result follows.

3 By Taylor's theorem, for any \( x \in I \),
\[
f(x) = f(\xi) + \frac{(x - \xi)}{1!} f'(\xi) + \ldots + \frac{(x - \xi)^{n-1}}{(n-1)!} f^{(n-1)}(\xi) + E_n.
\]

Hence, with the given information,
\[
f(x) = \frac{1}{n!} (x - \xi)^n f^{(n)}(\eta)
\]
for some \( \eta \) between \( x \) and \( \xi \). Since \( f^{(n)} \) is continuous at \( \xi \), it follows from exercise 8.15(6), that, if \( x \) is taken sufficiently close to \( \xi \), then \( f^{(n)}(\xi) \) will have the same sign as \( f^{(n)}(\eta) \) (provided that \( f^{(n)}(\xi) \neq 0 \)).

The problem therefore reduces to examining the sign of the right hand side of (8) under the various cases listed.

(i) If \( f^{(n)}(\xi) > 0 \) and \( n \) even. Then the right hand side of (8) is positive for \( x \) sufficiently close to \( \xi \) and hence \( f \) has a local minimum at \( \xi \).
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(ii) \( f'(x) > 0 \) and \( n \) odd. If \( x \) is sufficiently close to \( \xi \), then the right hand side of (8) is positive if \( x > \xi \) and negative if \( x < \xi \).

(iii) \( f''(x) < 0 \) and \( n \) even. We obtain a local maximum.

(iv) \( f''(x) < 0 \) and \( n \) odd. This case is similar to (ii) – see the diagram below.

Of the three functions given, (v) falls into class (ii), (vi) falls into class (i) and (vii) into class (iii).

**Exercise 12.12**

1. We have \( f(a) \leq f(x) \leq f(b) \) \((a < x < b)\).

2. Observe that

\[
f'(x) = \frac{1}{n} (x + 1)^{1/n}(x + 1)^{-1} - \frac{1}{n} x^{1/n} x^{-1} \leq 0 \quad (x > 0)
\]

because \( n \gg 1 \) and hence

\[
\left(1 + \frac{1}{x}\right)^{1/n} \geq 1 \quad (x > 0).
\]

3. If \( x \) and \( y \) lie in \( I \) and \( y > x \), then \( f'(y) \geq f'(x) \). Hence

\[
f'(x) = \lim_{x \to y} \frac{f(y) - f(x)}{y - x} = \lim_{x \to y} \frac{f(y) - f(x)}{y - x} \geq 0.
\]

The function \( f: \mathbb{R} \to \mathbb{R} \) defined by \( f(x) = x^3 \) is strictly increasing on \( \mathbb{R} \) but \( f'(0) = 0 \).

4. Since \( f \) is continuous, \( f(\mathbb{R}) \) is an interval (theorem 9.9). Since \( f(x) \to +\infty \) as \( x \to +\infty \) and \( f(x) \to -\infty \) as \( x \to -\infty \), it follows that \( f(\mathbb{R}) = \mathbb{R} \).

Solutions to exercises (12.12)

We have

\[
f'(x) = 1 + 3x^2 > 0 \quad (x \in \mathbb{R})
\]

and hence theorem 12.10 assures us of the existence of an inverse function \( f^{-1}: \mathbb{R} \to \mathbb{R} \).

The unique value of \( x \) satisfying \(-1 = y = f(x) = 1 + x + x^2\) is obviously \( x = -1 \). Hence

\[
Df^{-1}(-1) = Df^{-1}(0) = \frac{1}{Df(x)} = \frac{1}{Df(-1)} = \frac{1}{4}.
\]

5. Suppose that \( \xi \) is not an endpoint of \( I \). To show that \( f \) is continuous at \( \xi \), we need to prove that \( f(\xi) = f(\xi_+) \) (see corollary 12.5).

If \( f(\xi) < f(\xi_+) \) then we can find \( \lambda \) such that \( f(\xi) < \lambda < f(\xi_+) \) and \( \lambda \neq f(\xi) \). Choose \( a \) and \( b \) in \( I \) so that \( a < \xi < b \). Then \( f(a) < \lambda < f(b) \) and so we can find an \( x \in I \) such that \( f(x) = \lambda \) and hence \( f(\xi) < f(x) < f(\xi_+) \). Since \( f(x) \neq f(\xi) \) this is inconsistent with corollary 12.5 and hence \( f(\xi) = f(\xi_+) \).

A slightly different argument is required if \( \xi \) is an endpoint.

The function \( f: (0, 2) \to \mathbb{R} \) defined by

\[
f(x) = \begin{cases} x & (0 < x < 1) \\ x - 1 & (1 < x < 2) \end{cases}
\]

shows that the requirement that \( f \) be increasing cannot be abandoned (although it might be replaced by some new condition).

6. For each \( x \) satisfying \( 0 \leq x \leq 1 \), \( 0 < f(x) \leq M(x) \). It follows that

\[
\phi(x) = \lim_{n \to +\infty} \frac{f(x)^n}{M(x)}
\]

exists for each \( x \) satisfying \( 0 \leq x \leq 1 \) and that \( \phi(0) = 0 \) or \( \phi(0) = 1 \).

If \( f \) increases on \([0, 1]\), then \( f(x) = M(x) \) for each \( x \) satisfying \( 0 \leq x \leq 1 \) and hence \( \phi(x) = 1 \) \((0 < x < 1) \). Thus \( \phi \) is continuous.

It is more difficult to deduce that \( f \) is increasing given that \( \phi \) is continuous. We show to begin with that, if \( \phi \) is continuous on \([0, 1]\), then

\[
\phi(x) = 1 \quad (0 \leq x < 1).
\]

We know that \( \phi([0, 1]) \subset [0, 1] \). But, by theorem 9.9, the image of an interval under a continuous function is another interval. Hence either \( \phi([0, 1]) = [0, 1] \) or \( \phi([0, 1]) = \{1\} \). But the former case is impossible because \( \phi(0) = 1 \) and \( \phi(1) = 0 \). Thus \( \phi(x) = 1 \) \((0 \leq x < 1) \).

Let \( 0 < x < y < 1 \). We know that \( f(x) = M(x) \) and \( f(y) = M(y) \).

Obviously \( M(y) > M(x) \) and it follows that \( f \) increases on \([0, 1]\).
Exercise 12.21

1. We have \( f(x) = (x-1)(x-2)(x-3) = x^3 - 6x^2 + 11x - 6 \). Hence
   \[
   f'(x) = 3x^2 - 12x + 11
   \]
   \[
   f''(x) = 6x - 12 = 6(x-2).
   \]
   It follows immediately that \( f \) is convex for \( x > 2 \) and concave for \( x < 2 \).

The roots of the quadratic equation \( 3x^2 - 12x + 11 = 0 \) are
   \[
   x = 2 \pm \frac{3}{2^{1/2}}
   \]
   and it follows that \( f \) decreases on the interval \([2 - 3^{1/2}, 2 + 3^{1/2}]\) and increases on the intervals \(( -\infty, 2 - 3^{1/2}] \) and \([2 + 3^{1/2}, \infty)\).

2. Take \( x_1 = x \), \( x_3 = y \) and \( x_2 = \alpha x + \beta y \) in (1) of §12.13. Since \( \alpha + \beta = 1 \),
   \[
   x_2 = \alpha x + (1-\alpha)x_3
   \]
   and
   \[
   \alpha = \frac{x_3-x_2}{x_3-x_1}, \quad \beta = \frac{x_2-x_1}{x_3-x_1}.
   \]
   Thus (1) of §12.13 is equivalent to
   \[
   (x_3-x_1)f(x_2) \leq (x_3-x_2)f(x_1) + (x_2-x_1)f(x_3).
   \]
   Consider now the inequality
   \[
   f(x_2) - f(x_1) \leq f(x_3) - f(x_1) \frac{x_2 - x_1}{x_3 - x_1}.
   \]
   This is equivalent to
   \[
   (x_3-x_1)f(x_2) - (x_3-x_2)f(x_1) \leq (x_2-x_1)f(x_3) - (x_2-x_1)f(x_1)
   \]
   i.e.
   \[
   (x_3-x_1)f'(x_2) \leq (x_3-x_1-x_2+x_1)f(x_4) + (x_2-x_1)f(x_3)
   \]

3. Let \( X \in J \) and \( Y \in J \). Set \( X = f(x) \) and \( Y = f(y) \). From (1) of §12.13,
   \[
   f(\alpha x + \beta y) \leq \alpha f(x) + \beta f(y) = \alpha X + \beta Y
   \]
   provided that \( \alpha > 0, \beta > 0 \) and \( \alpha + \beta = 1 \). Since \( f \) is strictly increasing on \( I \), \( f^{-1} \) is strictly increasing on \( J \). Thus
   \[
   \alpha f^{-1}(X) + \beta f^{-1}(Y) = \alpha X + \beta Y \leq f^{-1}(\alpha X + \beta Y)
   \]
   and hence \( f^{-1} \) is concave on \( J \).

   If \( f \) is strictly decreasing on \( I \), then \( f^{-1} \) is strictly decreasing on \( J \). In this case the last step in the proof is replaced by
   \[
   \alpha f^{-1}(X) + \beta f^{-1}(Y) = \alpha X + \beta Y \geq f^{-1}(\alpha X + \beta Y)
   \]
   and so \( f^{-1} \) is convex on \( J \).

4. By the mean value theorem, there exists an \( \eta \) between \( x \) and \( \xi \) for which
   \[
   \frac{f(x) - f(\xi)}{x - \xi} = f'(\eta).
   \]
   Because \( f \) is convex, its derivative increases. Thus \( f'(\eta) \geq f'(\xi) \) if \( x > \xi \)
   and \( f'(\eta) \leq f'(\xi) \) if \( x < \xi \). Hence
   \[
   f(x) - f(\xi) \geq f'(\xi)(x - \xi).
   \]
   Geometrically the result asserts that the graph of the function lies above any tangent drawn to the graph.

\[\begin{align*}
\text{Graph of } f & \quad \text{Graph of } f' \\
| \quad | & \quad | \\
\text{Convex} & \quad \text{Concave}
\end{align*}\]

If \( f \) is concave the inequality should be reversed.

The geometry of the Newton–Raphson process is indicated below.

\[\text{Graph of } f(\xi) + f'(\xi)(x - \xi)\]
Given that \( x_n > \xi \), \( \phi(x_n) > 0 \) and \( \phi'(x_n) > 0 \). (We cannot have \( \phi'(x) = 0 \) for any \( x \) because \( \phi' \) is increasing and hence we would have \( \phi'(y) = 0 \) \((y < x)\)). Thus \( x_{n+1} < x_n \). On the other hand, by the inequality of the first part of the question,

\[
\phi(x_{n+1}) - \phi(x_n) > \phi'(x_n)(x_{n+1} - x_n) = -\phi(x_n)
\]

and hence \( \phi(x_{n+1}) > 0 \). It follows that \( \xi < x_{n+1} < x_n \).

Since \( x_n \) is decreasing and bounded below, it converges. Say \( x_n \to l \) as \( n \to \infty \). Then \( \phi(x_n) \to \phi(l) \) as \( n \to \infty \) because \( \phi' \) is continuous and \( \phi'(x_n) \to \phi'(l) \) as \( n \to \infty \) because \( \phi' \) is increasing. We obtain

\[
l = \frac{1 - \frac{\phi(l)}{\phi'(l)}}{l}
\]

and hence \( \phi(l) = 0 \). Thus \( l = \xi \).

5 Suppose that \( f'(\xi) > 0 \). Then, using question 4,

\[
f(x) \geq f(\xi) + f'(\xi)(x - \xi) \to +\infty \text{ as } x \to +\infty.
\]

Similarly, if \( f'(\xi) < 0 \),

\[
f(x) \geq f(\xi) + f'(\xi)(x - \xi) \to +\infty \text{ as } x \to -\infty.
\]

It follows that \( f'(\xi) = 0 \) for all values of \( \xi \) and therefore \( f \) is constant (theorem 11.7).

6 Let \( P(n) \) be the assertion that

\[
f\left(\frac{x_1 + x_2 + \ldots + x_n}{n}\right) \leq \frac{1}{n} \left(f(x_1) + \ldots + f(x_n)\right)
\]

(10)

for any \( x_1, x_2, \ldots, x_n \) in the interval \( I \). That \( P(2) \) holds is given. We assume that \( P(2^k) \) holds and seek to establish \( P(2^{k+1}) \). Write \( m = 2^k \) and

\[
f\left(\frac{x_1 + \ldots + x_{2m}}{2m}\right) = f\left(\frac{1}{2m} \left[x_1 + \ldots + x_m\right] + \frac{1}{2m} \left[x_{m+1} + \ldots + x_{2m}\right]\right)
\]

Hence

\[
\left| -\frac{1}{n} f(X) \right| = \left| \frac{1}{n} \left(f(x_1) + f(x_2) + \ldots + f(x_n)\right)\right|
\]

and \( P(n-1) \) follows.

Let \( \alpha \) be a rational number satisfying \( 0 < \alpha < 1 \). We may write \( \alpha = m/n \). If \( \beta = 1 - \alpha \), then \( \beta = (n-m)/n \). Apply inequality (10) with \( x_1 = x_2 = \ldots = x_m = x \) and \( x_{m+1} = x_{m+2} = \ldots = x_n = y \). Then

\[
f(\alpha x + \beta y) \leq \alpha f(x) + \beta f(y) \quad (11)
\]

If \( \alpha \) is irrational, consider a sequence \( (\alpha_n) \) of rational numbers such that \( \alpha_n \to \alpha \) as \( n \to \infty \). Then \( \beta_n = 1 - \alpha_n \to 1 - \alpha = \beta \) as \( n \to \infty \). We have

\[
f(\alpha_n x + \beta_n y) \leq \alpha_n f(x) + \beta_n f(y) \quad (n = 1, 2, \ldots)
\]

Since \( f \) is continuous, consideration of the limit shows that (11) holds even when \( \alpha \) is irrational.

- Exercise 13.18

1 If \( n \in \mathbb{N} \), we have for any \( x \)

\[
D\left(\frac{1}{n + 1} x^{n+1}\right) = x^n
\]

and hence the result follows from theorem 13.14.
If \( n \) is replaced by a rational number \( \alpha \neq -1 \), the same argument applies. The restriction \( 0 < a < b \) is required because \( x^\alpha \) need not be defined for \( x \leq 0 \) (e.g. if \( \alpha = -2 \), \( x^2 \) is not defined for \( x = 0 \)).

If \( \alpha = -1 \), the argument fails. (Why?)

2 The integrand is not defined when \( x = 1 \) and, in fact, has an unpleasant 'singularity' at this point.

3 As in example 13.17, we obtain

\[
\frac{1}{n^{\alpha+1}} \left( \alpha^n + 1^n + \ldots + (n-1)^n \right) \leq \int_0^1 x^\alpha \, dx \leq \frac{1}{n^{\alpha+1}} \left( \alpha^\alpha + 2^\alpha + \ldots + n^\alpha \right).
\]

It follows that

\[
0 \leq \frac{1}{n^{\alpha+1}} \left( \alpha + 2^\alpha + \ldots + n^\alpha \right) - \frac{1}{\alpha + 1} \leq \frac{1}{n}
\]

and the result follows.

**Exercise 13.26**

1 Suppose that, for some \( \xi \in [a, b] \), \( g(\xi) > 0 \). Then, because \( g \) is continuous on \([a, b]\), a subinterval \([c, d]\) containing \( \xi \) can be found for which

\[
g(t) > \frac{1}{2} g(\xi) \quad (c < x < d)
\]

(proof?). But then

\[
\int_c^d g(t) \, dt > \int_c^d g(t) \, dt > \frac{1}{2} g(\xi)(d-c) > 0.
\]

2 We integrate by parts. Then

\[
\int_a^b x f'(x) \, dx = \left[ x f(x) \right]_a^b - \int_a^b f'(x) \, dx
\]

\[
= \left[ x f(x) \right]_a^b - \left[ f(x) \right]_a^b
\]

and the result follows.

3 Observe that \( F'(t) = f(t) \geq F(t)^{1/2} \) (theorem 13.12). Hence

\[
(x-1) = \int_1^x 1 \, dt \leq \int_1^x \left( F(t)^{1/2} F'(t) \right) \, dt \quad \text{(theorem 13.23)}
\]

4 By the continuity property (theorem 9.12), the function \( f \) attains a maximum \( M \) and a minimum \( m \) on the set \([a, b]\). Hence, by theorem 13.23,

\[
m \int_a^b g(t) \, dt \leq \int_a^b f(t) g(t) \, dt \leq M \int_a^b g(t) \, dt.
\]

We now appeal to the intermediate value theorem (corollary 9.10). The function \( F \) defined on \([a, b]\) by

\[
F(x) = f(x) \int_a^b g(t) \, dt
\]

is continuous on \([a, b]\) and hence a \( \xi \in [a, b] \) can be found such that

\[
F(\xi) = \int_a^b f(t) g(t) \, dt
\]

because of (12).

If \( g(t) = 1 \) (a < \( \xi \) < b) and \( F \) is a primitive for \( f \) on \([a, b]\), then the result reduces to

\[
F(b) - F(a) = F'(\xi)(b-a)
\]

which is the mean value theorem (i.e. theorem 11.6) for the function \( F \).

5 We have

\[
\int_a^b f(t) g(t) \, dt = \int_a^b [f(t) G(t)] - \int_a^b f(t) G(t) \, dt.
\]

Since \( f' \geq 0 \) (a < \( \xi \) < b) we may apply the previous question and deduce the existence of \( \xi \in [a, b] \) such that

\[
\int_a^b f(t) g(t) \, dt = \int_a^b [f(t) G(t)] - \int_a^b f(t) G(t) \, dt
\]

\[
= \int_a^b [f(t) G(t)] - \int_a^b [f(t) G(t)] - G(\xi) \int_a^b f'(t) \, dt
\]

\[
= f(b) [G(b) - G(\xi)] - f(a) [G(a) - G(\xi)]
\]

\[
= f(a) \int_a^b g(t) \, dt + f(b) \int_a^b g(t) \, dt.
\]

6 We integrate the given integral by parts. Then

\[
E_n = \frac{1}{(n-1)!} \int_1^x \left( x-t \right)^{n-1} f^{(n)}(t) \, dt
\]
\[
= \frac{1}{(n-1)!} \left[ (x-t)^{n-1} f^{(n-1)}(t) \right]_t^x \\
+ \int_t^x \frac{1}{(n-1)!} (x-t)^{n-2} f^{(n-1)}(t) \, dt \\
= -\frac{1}{(n-1)!} \left[ (x-\xi)^{n-1} f^{(n-1)}(\xi) \right]_\xi^x \\
+ \int_\xi^x \frac{1}{(n-1)!} (x-\xi)^{n-2} f^{(n-1)}(\xi) \, d\xi + E_{n-1} \\
\dot{\ldots} \\
= -\frac{1}{(n-1)!} \left[ (x-\xi)^{n-1} f^{(n-1)}(\xi) \right]_\xi^x \\
- \ldots - (x-\xi) f'(\xi) + E_1.
\]

But
\[
E_1 = \int_\xi^x f'(t) \, dt = f(x) - f(\xi)
\]
and therefore
\[
f(x) = f(\xi) + (x-\xi) f'(\xi) + \ldots + \frac{1}{(n-1)!} (x-\xi)^{n-1} f^{(n-1)}(\xi) + E_n
\]
as required. Observe that, by question 4 above,
\[
E_n = \frac{1}{(n-1)!} \int_\xi^x (x-\xi)^{n-2} f^{(n)}(t) \, dt \\
= \frac{1}{(n-1)!} f^{(n)}(\xi) \int_\xi^x (x-\xi)^{n-1} \, dt = \frac{(x-\xi)^n}{n!} f^{(n)}(\xi)
\]
for some value of \( \eta \) between \( x \) and \( \xi \).

Exercise 13.34

1. (i) \(\int_0^1 \frac{1}{\sqrt{1-x^3}} \, dx = \left[ -2(1-x^{1/3})^{1/3} \right]_0^1 = 2 - 2\sqrt[3]{2} - 2 \) as \( \delta \to 0 \).
(ii) \(\int_0^1 \frac{x^2 \, dx}{(1+x^3)^2} = \left[ -\frac{1}{3}(1+x^3)^{-1} \right]_0^1 = \frac{1}{3} - \frac{1}{3} (1 + X^3) \to \frac{1}{3} \) as \( X \to +\infty \).
(iii) Since
\[
\frac{(1+x+x^3)(1+x^2)}{1+x+x^3} \to 1 \text{ as } x \to +\infty
\]
we can find an \( H \) such that
\[
\frac{1+x+x^2}{1+x+x^3} \leq H \frac{1}{1+x^2} \quad (x \geq 0) .
\]
The existence of the improper integral then follows from proposition 13.29 (see example 13.30).
(iv) \(\int_0^1 \frac{dx}{1-x} = \left[ 2(1-x^{1/3})^{1/3} \right]_0^1 = 2 - 2 \to +\infty \) as \( \delta \to 0 \).
(v) Put \( 1-x = y \). Then
\[
\int_0^1 \frac{dx}{1-x} = \int_1^0 \frac{dy}{y} = \int_0^1 \frac{dy}{y}
\]
and so (v) reduces to (vi).
(vi) Put \( y = 1/2 \). Then
\[
\int_0^1 \frac{dy}{y} = \int_0^1 \frac{z \, dz}{z^2} = \int_1^\infty \frac{dz}{z} \to +\infty \text{ as } \delta \to 0 +
\]
by example 13.33.

2. \( I = \int_{1/2 - \gamma}^{1/2 + \gamma} \frac{2x-1}{x(1-x)} \, dx = \int_{1/2 - \gamma}^{1/2 + \gamma} \frac{2x-1}{x(1-x)} \, dx.
\]
Put \( x = 1/2 - u \) in the first integral and \( x = 1/2 + u \) in the second integral. Then
\[
I = -\int_0^y \frac{2u}{(1-u)(3/2+u)} \, du + \int_0^y \frac{2u}{(1+u)(3/2-u)} \, du = 0.
\]
However, the improper integral does not exist. We have
\[
\int_{1/2 - \gamma}^{1/2 + \gamma} \frac{2x-1}{x(1-x)} \, dx \to -2 \int_0^{1/2} \frac{u \, dv}{(1-u)(1+v)} = -\int_0^{1/2} \left[ \frac{1}{v(1+v)} \right] \, dv \\
\to -\infty \text{ as } y \to \frac{1}{2} \quad (x \to 1/2 \text{ from above})
\]
On the other hand
\[
\int_{1/2}^{1/2 + \gamma} \frac{2x-1}{x(1-x)} \, dx \to +2 \int_0^{1/2} \frac{u \, dv}{(1-u)(1+v)} \to +\infty \text{ as } z \to 1/2 .
\]
3. After theorem 13.32 it is enough to establish the existence of the improper integral
\[
\int_0^\infty \frac{dx}{x^a}
\]
But
\[ \int_1^{x^n} \frac{1}{x^a - 1} \, dx = \frac{1}{a-1} \left( 1 - \frac{1}{x^a - 1} \right) \to 1 \quad \text{as } X \to +\infty \]
provided that \( a > 1 \).

\textbf{Exercise 14.3}

1. We have
\[
\log 2 = \int_1^2 \frac{dt}{t} = \frac{1}{2} (2 - 1) > 0.
\]
Observe that
\[
\log (2^n) = n \log 2 \to +\infty \quad \text{as } n \to \infty
\]
and hence the logarithm is unbounded above on \((0, \infty)\). Since it is strictly increasing, it follows that \( \log x \to +\infty \) as \( x \to +\infty \). Also
\[
\log (2^n) = \frac{n}{n} \log 2 \to +\infty \quad \text{as } n \to \infty.
\]
Thus \( \log x \to +\infty \) as \( x \to 0^+ \).

2. Since the logarithm is concave,
\[
\log y - \log 1 < (y - 1)
\]
for all \( y > 0 \) (see exercise 12.21(4)).

Take \( y = x^s \). Then, using theorem 14.2(ii),
\[
s \log x = \log (x^s) \leq x^s - 1 \leq x^s.
\]
(i) Given \( r > 0 \), put \( s = \frac{1}{2}r \) in the above inequality. Then
\[
x^r \log x = x^{r/2} (x^{s/2} \log x) \leq x^{r/2} (x \to 0) \quad \text{as } x \to +\infty.
\]
(ii) Put \( y = x^s \) in (i).

3. We have \( F'(x) = \log x + x \cdot x^{-1} - 1 = \log x \) and hence \( F \) is a primitive for the logarithm. By theorem 13.14,
\[
\int_0^1 \log (1 + x) \, dx = \int_0^1 t \, dt = \left[ t \log t - t \right]_0^1 = 2 \log 2 - 1 = \log (4/e).
\]
As in example 13.17,
\[
\sum_{k=1}^n \frac{1}{n^k} \log \left( 1 + \frac{k-1}{n} \right) \leq \int_0^1 \log (1 + x) \, dx \leq \sum_{k=1}^n \frac{1}{n^k} \log \left( 1 + \frac{k}{n} \right).
\]
Hence
\[
\log \left( \frac{1}{1} + \frac{2}{n} \right) \cdots \frac{n}{1} \right) \leq \log \left( \frac{n + 1}{n} \right) \leq \log \left( \frac{n}{n} \right) \leq \log (4/e).
\]

4. Consider the function \( \phi: (0, \infty) \to \mathbb{R} \) defined by
\[
\phi(x) = \log x - ax.
\]

If \( a < 0 \), \( \phi(x) \to -\infty \) as \( x \to 0^+ \) and \( \phi(x) \to +\infty \) as \( x \to +\infty \) (exercise 14.3(2)). It then follows from the continuity of \( \phi \) that a solution of the equation \( \phi(x) = 0 \) exists.

The case \( a > 0 \) is somewhat more interesting. It remains true that \( \phi(x) \to -\infty \) as \( x \to 0^+ \) but, for this case, \( \phi(x) \to +\infty \) as \( x \to +\infty \) (exercise 14.3(2)). Consider the derivative
\[
\phi'(x) = \frac{1}{x} - a.
\]
From this identity it follows that \( \phi \) is strictly increasing on \((0, 1/\alpha)\) and strictly decreasing on \([1/\alpha, +\infty)\). Thus
\[
\phi(x) < \phi \left( \frac{1}{\alpha} \right) = \log \frac{1}{\alpha} - 1
\]
with equality if and only if \( x = 1/\alpha \). Because \( \phi \) is continuous on \((0, \infty)\), solutions of \( \phi(x) = 0 \) exist if and only if the maximum value \( \phi(1/\alpha) \) of \( \phi \) is non-negative, i.e.
\[
\log (1/\alpha) \geq 1 = \log e.
\]
(14)

Since the logarithm is strictly increasing, (14) holds if and only if \( 1/\alpha > e \), i.e. \( e\alpha < 1 \).

The inequality \( e \log x \leq x \) \((x > 0)\) is simply (13) with \( \alpha = 1/e \).

We prove that the sequence \( \{x_n\} \) is decreasing and bounded below by
Solutions to exercises (14.3)

224

Solutions to exercises (14.3)

14.3 (i) Put \( X = \exp x \) and \( Y = \exp y \). By theorem 14.2(i),
\[ \log X Y = \log X + \log Y = x + y. \]

Hence
\[ \exp (x + y) = \exp (\log X Y) = XY = (\exp x)(\exp y). \]

Alternatively, consider
\[ D \left( \frac{\exp (x + y)}{\exp x} \right) = \frac{\exp (x + y)}{\exp x} \cdot \exp x - \exp x \cdot \exp (x + y) = 0 \]

for a fixed value of \( y \). We obtain
\[ \frac{\exp (x + y)}{\exp x} = c \quad (x \in \mathbb{R}) \]

for some constant \( c \). The choice \( x = 0 \) shows that \( c = \exp y \).

(ii) Put \( X = \exp x \) in theorem 14.2(ii).
\[ \log X^r = r \log X = r \log (\exp x) = rx. \]

Hence
\[ \exp (rx) = \exp (\log X^r) = X^r = (\exp x)^r. \]

2 (i) By exercise 14.3(2i), for any \( s > 0 \),
\[ X^{-s} \log X \to 0 \text{ as } X \to +\infty. \]

Hence
\[ (\log X)^{-r}X = \{\log (X)X^{-r}\}^{-r} \to +\infty \text{ as } X \to +\infty. \]

It only remains to put \( X = \exp x \) (see exercise 8.20(2)).

(ii) By exercise 14.3(2ii), for any \( s > 0 \),
\[ X^s \log X \to 0 \text{ as } X \to 0 +. \]

\[ (\log X)^sX = \{\log (X)X^{-r}\}^{-r} \to 0 \text{ as } X \to 0 +. \]

Put \( X = \exp x \) again and the result follows.

3 (i) \[ \lim_{x \to 0} \frac{\exp x - 1}{x} = \lim_{x \to 0} \frac{\exp x}{1} = \exp 0 = 1. \]

(ii) \[ \lim_{x \to 0} \frac{\log (1 + x)}{x} = \lim_{x \to 0} \frac{(1 + x)^{1}}{1} = \frac{1}{1 + 0} = 1. \]

4 We have
H'(t) = h(t) > H(t).

Hence
\[
\int_0^x \frac{H'(t)}{H(t)} dt \geq \int_0^x 1 \, dt = x \quad (x > 0).
\]

Thus
\[
[\log H(t)]^b \geq x.
\]

But \( H(0) = 1 \) and it follows that
\[
\log H(x) \geq x
\]

i.e. \( h(x) \geq H(x) \geq \exp x \).

5 We have
\[
f'(x) = 18.3x^2 \exp (18x^3)
\]
\[
f''(x) = 18.6x \exp (18x^3) + (18.3)^2x^4 \exp (18x^3).
\]

The sign of \( f''(x) \) is the same as that of
\[
\phi(x) = 2x + 18.3x^4 = 2x(1 + 27x^3).
\]

Observe that \( \phi(0) = \phi(-\frac{1}{3}) = 0 \). Since
\[
\phi'(x) = 2 + 8.27x^3 = 2 + (6x)^3,
\]

it follows that \( \phi \) is strictly increasing for \( 6x > -2^{1/3} \) and strictly decreasing for \( 6x < -2^{1/3} \).

Thus \( \phi \) is non-negative on the intervals \( (-\infty, -\frac{1}{3}) \) and \( [0, \infty) \) and so \( f \) is convex on these intervals (Theorem 12.19). But \( \phi \) is non-positive on \( [-\frac{1}{3}, 0] \) and so \( f \) is concave on this interval.

6 Since \( f \) increases on \( [0, \infty) \)
\[
f(x) \leq f(k) \quad (k - 1 \leq x \leq k)
\]
\[
f(k) \leq f(x) \quad (k \leq x \leq k + 1).
\]

Hence
\[
\int_{k-1}^k f(x) \, dx \leq f(k) \leq \int_k^{k+1} f(x) \, dx.
\]

But
\[
\int_0^n f(x) \, dx = \sum_{k=1}^n \int_{k-1}^k f(x) \, dx; \quad \int_1^{n+1} f(x) \, dx = \sum_{k=1}^n \int_k^{k+1} f(x) \, dx.
\]

Apply the result with \( f(x) = \log x \).
n \log (1 + x^{-1}) = x \frac{\log (1 + x^{-1})}{x^{-1}} \to x \text{ as } n \to \infty.

Since the exponential function is continuous at every point, it follows that
\[
\left(1 + \frac{x}{n}\right)^n = \exp \left(n \log \left(1 + \frac{x}{n}\right)\right) \to \exp x \text{ as } n \to \infty.
\]

4 By exercise 14.3(2l), \( n^{-1} \log n \to 0 \text{ as } n \to \infty. \) Hence,
\[
n^{1/n} = \exp \left(\frac{1}{n} \log n\right) \to 0 = 1 \text{ as } n \to \infty.
\]

5 (i) Consider
\[
\int_{-\infty}^{\infty} e^{-x^2/2} \, dx.
\]
Take \( \phi(x) = e^{-x^2/2} \) in proposition 13.29. We know that
\[
\int_{-\infty}^{\infty} e^{-x^2/2} \, dx = \sqrt{2\pi} \to 2 \text{ as } X \to \infty
\]
and
\[
e^{-x^2/2} \leq e^{-x^2} \quad (x \geq 1).
\]
A similar argument (with \( \phi(x) = e^{x^2/2} \)) establishes the existence of
\[
\int_{-\infty}^{\infty} e^{-x^2/2} \, dx.
\]
It follows that the improper integral
\[
\int_{-\infty}^{\infty} e^{-x^2/2} \, dx
\]
exists.
(ii) See §17.3.
(iii) We have
\[
\int_{0}^{\infty} \frac{x}{1 + x^2} \, dx = \left[\frac{1}{2} \log (1 + x^2)\right]_0^X
\]
\[
= \frac{1}{2} \log (1 + X^2) \to +\infty \text{ as } X \to +\infty.
\]
Hence the improper integral
\[
\int_{-\infty}^{\infty} \frac{x \, dx}{1 + x^2}
\]
does not exist, even though
\[
\int_{-\infty}^{\infty} \frac{x \, dx}{1 + x^2} = 0 \to 0 \text{ as } X \to +\infty.
\]

6 (i) The trick is to differentiate the given equation with respect to \( x \)
keeping \( y \) constant, and then with respect to \( y \) keeping \( x \) constant. For
each \( x \) and \( y \), we obtain
\[
f'(x) = f'(x + y) = f'(y)
\]
and it follows that
\[
f'(x) = c \quad (x \in \mathbb{R})
\]
for some constant \( c \) and hence that
\[
f(x) = cx + d.
\]
Since \( f(0) = 2f(0), \) we must have \( d = 0. \)
(ii) As in (i) we obtain
\[
f'(x)f(y) = f(x)f'(y)
\]
and therefore
\[
\frac{f'(x)}{f(x)} = c \quad (x \in \mathbb{R}).
\]
Hence
\[
\log f(x) = cx + d.
\]
Since \( f(0) = f(0)^2, \) \( d = 0 \) and hence
\[
f(x) = e^{cx} \quad (x \in \mathbb{R}).
\]
(iii) As in (i) we obtain
\[
f'(x) = \frac{f'(y)}{y}
\]
and therefore
\[
f'(x) = \frac{c}{x} \quad (x > 0).
\]
Hence
\[
f(x) = c \log x + d \quad (x > 0).
\]
Since \( f(1) = 2f(1), \) \( d = 0. \)
(iv) As in (i) we obtain
Solutions to exercises (14.7, 15.6)

To employ exercise 13.26(6), we need the nth derivative of the function \( f: (-1, \infty) \to \mathbb{R} \) defined by \( f(x) = \log (1 + x) \). We have

\[
\begin{align*}
    f'(x) &= \frac{1}{1 + x} \\
    f''(x) &= -\frac{1}{(1 + x)^2} \\
    &\ldots \\
    f^{(n)}(x) &= \frac{(-1)^{n+1}}{(n-1)!} (1 + x)^{-n}.
\end{align*}
\]

(A formal proof would require an induction argument.) These derivatives are evaluated at \( x = 0 \) and from exercise 13.26(6)

\[
\log (1 + x) = f(0) + \frac{x}{1} f'(0) + \ldots + \frac{x^{n-1}}{(n-1)!} f^{(n-1)}(0) + E_n
\]

where

\[
E_n = \frac{1}{(n-1)!} \int_0^x (x - t)^n f^{(n)}(t) \, dt
\]

\[
= \frac{1}{(n-1)!} \int_0^x (x - t)^n f^{(n)}(n-1) (1 + t)^{n-1} \, dt.
\]

These formulae hold for any \( x > -1 \). We are concerned with the values of \( x \) for which \( E_n \to 0 \) as \( n \to \infty \). We therefore have to consider

\[
|E_n| = \left| \int_0^x \frac{(x-t)^{n-1}}{(1+t)^n} \, dt \right|.
\]

If \( 0 < x < 1 \),

\[
|E_n| \leq \int_0^x (x-t)^{n-1} \, dt \leq \int_0^x (x-t)^{n-1} \, dt
\]

\[
= \frac{x^n}{n} \to 0 \text{ as } n \to \infty.
\]

If \( -1 < x < 0 \),

\[
|E_n| = \int_x^0 \frac{(x-t)^{n-1}}{(1+t)^n} \, dt.
\]

It is easily seen that
\[ 0 \leq \frac{t-x}{1+t} \leq -x \quad (-1 < x < t \leq 0) \]

and it follows that, for \(-1 < x < 0\),

\[
|E_n| \leq \int_{t}^{0} (-x)^{n-1} \cdot \frac{dt}{1+t} = (-x)^{n-1} \left(-\log(1+x)\right) \to 0 \text{ as } n \to \infty.
\]

The series expansion for \(\log 2\) is now obtained simply by setting \(x = 1\).

3. To obtain the form of the remainder as given in theorem 11.10, we have to write \(x = \eta n\) in the formula for \(f^{(n)}(x)\) in the previous question. This yields

\[
E_n = \frac{(-1)^{n-1}}{n} \left(\frac{x}{1+\eta}\right)^{n}
\]

where \(\eta\) lies between 0 and \(x\). If \(0 < x \leq 1\), there is no problem. Since \(1 + \eta \geq 1\),

\[
|E_n| \leq \frac{1}{n} \to 0 \text{ as } n \to \infty.
\]

If \(-1 < x < 0\), we can assert no more than

\[
|E_n| \leq \frac{1}{n} \left(\frac{-x}{1+x}\right)^{n}.
\]

But

\[
\frac{-x}{1+x} > 1 \quad (-1 < x \leq -\frac{1}{2})
\]

and hence we are only able to show that the remainder term tends to zero for values of \(x\) satisfying \(-\frac{1}{2} < x < 1\).

4. We have

\[
R_n = \frac{1}{(n+1)!} \left(1 + \frac{1}{n+2} + \frac{1}{(n+2)(n+3)} + \ldots\right)
\]

\[
= \frac{1}{(n+1)!} \left(1 + \frac{1}{n+2} \left(1 + \frac{1}{n+2} \left(1 + \frac{1}{n+2} \left(1 + \ldots\right)\right)\right) + \ldots\right)
\]

\[
= \frac{1}{(n+1)!} \left(1 - \frac{1}{(n+2)^2}\right)
\]

From the power series expansion for \(e^x\) with \(x = 1\), we know that

\[
0 < e - \left(1 + \frac{1}{1!} + \frac{1}{2!} + \ldots + \frac{1}{n!}\right) = R_n
\]

We have to take \(n = 4\). Observe that

\[
R_4 < \frac{1}{5!} \cdot \frac{6}{120} = \frac{1}{100}.
\]

5. Suppose that \(e = m/n\) where \(m\) and \(n\) are natural numbers. Then

\[
I = \frac{1}{n!} \left(-1 + \frac{1}{1!} + \frac{1}{2!} + \ldots + \frac{1}{n!}\right)
\]

is a natural number. But, by the previous question,

\[
0 < I = n!R_n < \frac{n!}{(n+1)!} (n+2) \leq \frac{3}{4}.
\]

provided that \(n\) is a natural number. But there are no natural numbers in the interval \((0, \frac{3}{4})\) and hence we have a contradiction. (Note that

\[
\frac{n+2}{(n+1)^2} = \frac{1}{(n+1)^2} + \frac{1}{n+1}
\]

and hence is obviously decreasing.)

6. We prove by induction that, for any \(x \neq 0\),

\[
f^{(n)}(x) = P_n \left(\frac{1}{x}\right) e^{-1/x^2}
\]

where \(P_n\) is a polynomial of degree \(3n\). For \(n = 0\), there is nothing to prove. Given that (16) holds,

\[
f^{(n+1)}(x) = P'_n \left(\frac{1}{x}\right) \left(-\frac{1}{x}\right) e^{-1/x^2} + P_n \left(\frac{1}{x}\right) \cdot \frac{2}{x^3} e^{-1/x^2}
\]

\[
= \left\{\frac{1}{x^2}\right\} \left(-\frac{1}{x^2}\right) + P_n \left(\frac{1}{x}\right) \cdot \frac{2}{x^3} e^{-1/x^2}.
\]

Observe that the polynomial \(P_{n+1}\) defined by \(P_{n+1}(y) = -y^2 P_n'(y) + 2y^3 P_n(y)\) has degree \(3n + 3\) provided that \(P_n\) has degree \(3n\). This completes the induction argument.
We next consider the existence of the derivatives \( f^{(n)}(0) \). Again we proceed by induction. We show that \( f^{(n)}(0) = 0 \) \((n = 0, 1, 2, \ldots)\). This is given for \( n = 0 \). On the assumption that \( f^{(n-1)}(0) \) exists and is zero,

\[
\frac{f^{(n-1)}(x) - f^{(n-1)}(0)}{x} = \frac{1}{x} P_{n-1} \left( \frac{1}{x} \right) e^{-\frac{x}{2}}.
\]

It follows that

\[
\lim_{x \to 0} \left\{ \frac{f^{(n-1)}(x) - f^{(n-1)}(0)}{x} \right\} = \lim_{y \to 0} y P_{n-1}(y) e^{-y^2} = 0
\]

by exercise 14.5(2) (exponentials drown powers). The same argument also applies with the left hand limit. It follows that \( f^{(n)}(0) \) exists and is zero as required.

Since \( f^{(n)}(0) = 0 \) \((n = 0, 1, 2, \ldots)\), the Taylor series expansion of \( f \) about the point 0, is

\[
0 + 0 + 0 + 0 + 0 + \ldots
\]

This converges to \( f(x) \) only when \( x = 0 \).

**Exercise 15.10**

1. The radius of convergence \( R \) of the power series

\[
f(x) = \sum_{n=0}^{\infty} \frac{a(a-1) \ldots (a-n+1)}{n!} x^n
\]

is given by

\[
\frac{1}{R} = \lim_{n \to \infty} \frac{|a-a-1| \ldots |a-a-n+1|}{(n+1)! |a-a| \ldots |a-a-n+1|} = \lim_{n \to \infty} \frac{|a-a-n|}{n+1} = 1.
\]

For \( |x| < 1 \) we may therefore apply proposition 15.8 and obtain:

\[
f'(x) = \sum \frac{a(a-1) \ldots (a-n+1)}{n} n x^{n-1}.
\]

Hence,

\[
(1 + x) f'(x) = \sum x^{n-1} + \sum x^n = \sum x^{n-1} + \sum x^n = \sum x^n + \sum x^n = x^2 + \sum x^n = x^2 + \sum x^n = x^2 + \sum x^n = \frac{x^2}{1-x} + \frac{x}{1-x} = \frac{x^2 + x}{1-x} = \frac{x(1+x)}{1-x} \quad (|x| < 1).
\]

2. The power series

\[
\sum_{n=0}^{\infty} \frac{a(a-1) \ldots (a-n+1)}{n!} \left( \frac{1 + \frac{1}{n}}{n} \right)^n x^n
\]

is given by

\[
f(x) = \frac{1}{n} \sum_{n=1}^{\infty} \frac{a(a-1) \ldots (a-n+1)}{n!} \left( \frac{1}{n+1} \right)^n x^n
\]

is given by

\[
\frac{1}{R} = \lim_{n \to \infty} \frac{a(a-1) \ldots (a-n+1) + a(a-1) \ldots (a-n+1)}{n+1}
\]

We know that

\[
\sum_{n=0}^{\infty} x^n = \frac{1}{1-x} \quad (|x| < 1).
\]

Hence, using proposition 15.8,

\[
\sum_{n=1}^{\infty} n x^{n-1} = \frac{1}{(1-x)^2} \quad (|x| < 1)
\]

and therefore

\[
f(x) = \frac{1}{n} \sum_{n=1}^{\infty} \frac{a(a-1) \ldots (a-n+1)}{n!} x^n
\]

is given by

\[
\frac{1}{R} = \lim_{n \to \infty} \frac{a(a-1) \ldots (a-n+1) + a(a-1) \ldots (a-n+1)}{n+1}
\]

for some constant \( c \). But \( f(0) = 1 \) and hence \( c = 1 \).

3. The power series
Solutions to exercises (15.10, 16.3)

If \( g(x) = 0 \) (\( x \in I \)), then, using proposition 15.8,

\[
\begin{align*}
0 &= g(0) = a_0 - b_0 \\
0 &= g'(0) = 1(a_1 - b_1) \\
0 &= g''(0) = 2(a_2 - b_2) \\
0 &= g'''(0) = 3.2(a_3 - b_3) \\
&\quad \ldots
\end{align*}
\]

and the result follows.

6 By proposition 15.8,

\[
f'(x) = \sum_{n=0}^{\infty} n a_n x^{n-1}.
\]

From the previous question it follows that

\[
a_{n+1} = n a_n, \quad (n = 1, 2, \ldots)
\]

as required. But then

\[
a_1 = \frac{a_0}{1}
\]

\[
a_2 = \frac{1}{2} a_1 = \frac{1}{2.1} a_0
\]

\[
a_3 = \frac{1}{3} a_2 = \frac{1}{3.2.1} a_0
\]

and, in general,

\[
a_n = \frac{a_0}{n!}, \quad (n = 1, 2, \ldots).
\]

Thus

\[
f(x) = a_0 \sum_{n=0}^{\infty} \frac{x^n}{n!} = a_0 e^x.
\]

* Exercise 16.3

1 (i) \( \cos 0 = 1 - \frac{0^2}{2!} + \frac{0^4}{4!} - \ldots = 1 \)

(ii) \( \sin 0 = 0 - \frac{0^3}{3!} + \frac{0^5}{5!} - \ldots = 0 \)

(iii) \( \cos(-x) = 1 - \frac{(-x)^2}{2!} + \frac{(-x)^4}{4!} - \ldots = \cos x \)
(iv) \( \sin(-x) = (-x) - \frac{(-x)^3}{3!} + \frac{(-x)^5}{5!} - \ldots = -\sin x. \)

We appeal to proposition 15.8. Then
\[
D \cos x = D \left[ -\frac{x^2}{2} + \frac{x^4}{4!} + \ldots \right] = -\frac{2x}{2!} + \frac{4x^3}{4!} - \frac{6x^5}{6!} + \ldots
= -x + \frac{x^3}{3!} - \frac{x^5}{5!} + \ldots = -\sin x.
\]
\[
D \sin x = D \left[ -\frac{x^3}{3!} + \frac{x^5}{5!} - \ldots \right] = 1 - \frac{3x^2}{3!} + \frac{5x^4}{5!} - \ldots
= 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \ldots = \cos x.
\]

2. We have
\[ g'(x) = \cos(x+y) - \cos x \cos y + \sin x \sin y = h(x) \]
\[ h'(x) = -\sin(x+y) + \sin x \cos y + \cos x \sin y = -g(x). \]
Hence
\[
D(g(x) + h(x)^2) = 2g(x)g'(x) + 2h(x)h'(x)
= 2g(x)h(x) - 2h(x)g(x) = 0
\]
for all \( x \). It follows that
\[ g(x) = 0 \]
and
\[ h(x) = 0. \]

3. (i) \( 1 = \cos(x-x) = \cos x \cos(-x) - \sin x \sin(-x). \)
(ii) \( 0 < \cos^2 x < \cos^2 x + \sin^2 x = 1. \) Hence \( |\cos x| < 1. \) Similarly \( |\sin x| < 1. \)
(iii) \( \sin 2x = \sin x \cos x + \cos x \sin x \)
(iv) \( \cos 2x = \cos x \cos x - \sin x \sin x. \)

4. (i) \( \lim_{x \to 0} \frac{\sin x}{x} = \lim_{x \to 0} \frac{\cos x}{1} = \cos 0 = 1. \)

(ii) \( \lim_{x \to 0} \frac{1 - \cos x}{x^2} = \lim_{x \to 0} \frac{\sin x}{2x} = \frac{1}{2}. \)

5. By the mean value theorem, there exists \( \xi \) between 0 and \( x \) such that
\[ \sin x - \sin 0 = \cos \xi \]
and we know, from question 3 above, that \( |\cos \xi| < 1. \)
The convergence of \( \Sigma_{n=1}^{\infty} \sin(1/n^2) \) may be deduced from the comparison test because
\[ \left| \sin \left( \frac{1}{n^2} \right) \right| \leq \frac{1}{n^2} \quad (n = 1, 2, \ldots). \]
Alternatively, we may appeal to exercise 6.26(2). From Question 4(i) above
\[ \lim_{n \to \infty} \frac{\sin(1/n^2)}{1/n^2} = 1; \quad \lim_{n \to \infty} \frac{\sin(1/n)}{1/n} = 1. \]
The latter result shows that \( \Sigma_{n=1}^{\infty} \sin(1/n) \) diverges.

6. From exercise 13.26(5) it follows that, for some \( \xi \) between \( m \) and \( n \),
\[
\int_{m}^{n} \sin t \, dt = \frac{1}{m} \int_{m}^{n} \sin t \, dt + m \int_{m}^{n} \frac{\sin t}{t} \, dt
= \frac{1}{m} \{ \cos m - \cos \xi \} + \frac{n}{n} \{ \cos \xi - \cos n \}.
\]
Hence
\[ \left| \int_{m}^{n} \frac{\sin t}{t} \, dt \right| < \frac{4}{m}. \]
Let \( \epsilon > 0 \) be given and choose \( N = 4/\epsilon. \) Then for any \( n > m > N, \)
\[ \left| \int_{1}^{n} \frac{\sin t}{t} \, dt - \int_{1}^{m} \frac{\sin t}{t} \, dt \right| < \frac{4}{m} \leq \frac{4}{N} = \epsilon \]
and it follows that we are dealing with a Cauchy sequence. Hence
\[ \lim_{n \to \infty} \int_{1}^{n} \frac{\sin t}{t} \, dt \]
exists (theorem 5.19).

Exercise 16.5
1. From the discussion of §16.4 we know that \( \cos x > 0 \) \( (-\pi/2 < x < \pi/2). \)
Since \( \sin(x + \pi) = \cos x, \) it follows immediately that
Solutions to exercises (16.5)

sin x > 0 (0 < x < π). But

\[ D(\cos x) = - \sin x \]

and thus the cosine function decreases on [0, π]. Because \( \cos(x + \pi) = -\cos x \), we may also deduce that the cosine function increases on \([\pi, 2\pi]\). Further,

\[ D^2(\cos x) = -\cos x. \]

Thus \( D^2(\cos x) \leq 0 \) \((-\frac{1}{2} \pi < x < \frac{1}{2} \pi\) and so the cosine function is concave on \([-\frac{1}{2} \pi, \frac{1}{2} \pi]\). Because \( \cos(x + \pi) = -\cos x \), \( D^2(\cos x) \geq 0 \) \((\frac{1}{2} \pi < x < \frac{3}{2} \pi)\) and so the cosine function is convex on \([\frac{1}{2} \pi, \frac{3}{2} \pi]\).

2. We have

\[ \tan(x + \pi) = \frac{\sin(x + \pi)}{\cos(x + \pi)} = -\frac{\sin x}{\cos x} = \tan x \]

(provided that \( \cos x \neq 0 \)). Also

\[ D \tan x = \frac{\cos x \cdot \cos x - \sin x \cdot (-\sin x)}{\cos^2 x} = \frac{1}{\cos^2 x} \]

(provided that \( \cos x \neq 0 \)). Since \( \cos x \neq 0 \), it follows that \( \tan x \) is strictly decreasing on \((-\frac{1}{2} \pi, \frac{1}{2} \pi\). We have \( \cos x > 0 \) as \( x \to \frac{1}{2} \pi - \) and \( \sin x \to 1 \) as \( x \to \frac{1}{2} \pi - \). Since the sine and cosine functions are positive on \((0, \frac{1}{2} \pi)\), it follows that

\[ \tan x = \frac{\sin x}{\cos x} \to +\infty \text{ as } x \to \frac{1}{2} \pi - . \]

Similarly for \( \tan x \to -\infty \text{ as } x \to -\frac{1}{2} \pi + . \)

3. We have

\[ D \sin x = \cos x > 0 \quad (-\frac{1}{2} \pi < x < \frac{1}{2} \pi) \]

and hence the sine function is strictly increasing on \([-\frac{1}{2} \pi, \frac{1}{2} \pi]\). Since \( \sin(-\frac{1}{2} \pi) = -\sin(\frac{1}{2} \pi) \) and \( \sin(\frac{1}{2} \pi) = 1 \), it follows that the image of \([-\frac{1}{2} \pi, \frac{1}{2} \pi]\) is \([-1, 1]\).

\[ \frac{1}{D \sin x} = \frac{1}{\cos x} \]

where \( x = \arcsin y \), i.e. \( \sin x = y \). Since \( \cos^2 x + \sin^2 x = 1 \), we have

\[ \cos x = \pm \sqrt{1 - \sin^2 x} = \pm \sqrt{1 - y^2}. \]

We take the positive sign because we know that the arcsine function increases. Thus

\[ D(\arcsin y) = \frac{1}{\sqrt{1 - y^2}} \quad (-1 < y < 1). \]

We have

\[ D \cos x = -\sin x < 0 \quad (0 < x < \pi). \]

Also \( \cos(0) = 1 \) and \( \cos(\pi) = -1 \). Hence the image of \([0, \pi]\) under the cosine function is \([-1, 1]\).

\[ \arccos y = \arcsin y \]

\[ \frac{1}{D \cos x} = \frac{1}{-\sin x} = \frac{-1}{\sqrt{1 - y^2}}. \]

We take the negative sign because the arccosine function decreases.

Note that

\[ \cos(x + \frac{1}{2} \pi) = -\sin x = \sin(-x). \]

If \( x \) lies in the range \([-\frac{1}{2} \pi, \frac{1}{2} \pi]\) we may write \(-x = \arcsin y \). But then

\[ \cos(x + \frac{1}{2} \pi) = y. \]

Since \( x + \frac{1}{2} \pi \) lies in the range \([0, \pi]\) it follows that

\[ x + \frac{1}{2} \pi = \arccos y. \]

i.e. \( \frac{1}{2} \pi = \arccos y + \arcsin y \).

4. It follows from question 2 above that the tangent function is strictly
increasing on \((-\frac{1}{2}\pi, \frac{1}{2}\pi)\) and \(\tan x \to +\infty\) as \(x \to \frac{1}{2}\pi\) and \(\tan x \to -\frac{1}{2}\pi\) as \(x \to -\frac{1}{2}\pi\). Thus the image of \((-\frac{1}{2}\pi, \frac{1}{2}\pi)\) is \(\mathbb{R}\).

\[
\begin{array}{c}
\text{Image of } (-\frac{1}{2}\pi, \frac{1}{2}\pi) \\
\text{is } \mathbb{R}.
\end{array}
\]

If \(y = \tan x\), we obtain
\[
f(x) = \frac{1}{2} \tan \left(\frac{2x}{1-x^2}\right) \quad (x > 1).
\]

We apply this formula with \(f(x) = \arctan x\). Since \(\arctan y \to \frac{1}{2}\pi\) as \(y \to +\infty\),
\[
\arctan 1 = \lim_{x \to 1^-} \arctan x = \lim_{x \to 1^-} \left(\frac{1}{2} \arctan \frac{2x}{1-x^2}\right) = \frac{1}{4}\pi.
\]

The power series
\[
x = -\frac{x^3}{3} + \frac{x^5}{5} - \ldots
\]

is easily seen to have interval of convergence \((-1, 1)\) (for \(x = 1\), use theorem 6.13). We apply proposition 15.8. Then, for \(|x| < 1,
\[
D \left\{ \arctan x - x + \frac{x^3}{3} - \frac{x^5}{5} + \ldots \right\}
\]
\[
= \frac{1}{1-x^2} - 1 + x^2 - x^4 + \ldots
\]
\[
= \frac{1}{1-x^2} - \frac{1}{1-x^2} = 0.
\]

It follows that
\[
\arctan x = c + x - \frac{x^3}{3} + \frac{x^5}{5} - \ldots \quad (|x| < 1).
\]

But \(\arctan 0 = 0\) and so \(c = 0\).

We know from proposition 15.8 that the sum of a power series is continuous on its interval of convergence. Hence
\[
\frac{1}{4}\pi = \arctan 1 = \lim_{x \to 1^-} \{\arctan x\}
\]
\[
= \lim_{x \to 1^-} \left(x - \frac{x^3}{3} + \frac{x^5}{5} - \ldots \right)
\]
\[
= 1 - \frac{1}{3} + \frac{1}{5} - \ldots
\]

6 (i) Consider the sequence \((x_n)\) defined by
\[
x_n = \left\{\frac{1}{2}\pi + 2n\pi\right\}^{-1}.
\]

Then \(x_n \to 0\) as \(n \to \infty\). But
\[
f(x_n) = \sin \left(\frac{1}{2}\pi + 2n\pi\right) = 1 \neq f(0) \text{ as } n \to \infty.
\]
(ii) We have $|g(x)| < |x|$ and hence $g(x) \to 0$ as $x \to 0$ by the sandwich theorem. However,

$$
\frac{g(0+x_n) - g(0)}{x_n} \to 1 \text{ as } n \to \infty.
$$

$$
\frac{g(0-x_n) - g(0)}{-x_n} \to -1 \text{ as } n \to \infty.
$$

(iii) We have $|h(x)| < x^2$. Hence

$$
\left| \frac{h(x) - h(0)}{x} \right| < |x| \text{ as } x \to 0
$$

and hence $h'(0) = 0$ by the sandwich theorem.

**Exercise 17.4**

1. We have $0 < \sin x < 1$ ($0 < x < \frac{1}{2} \pi$). Hence

$$
0 < \sin^{n-1} x < \sin^nx
$$

and therefore

$$
0 < I_{n+1} < I_n \quad (n = 0, 1, 2, \ldots).
$$

To obtain the recurrence relation $nI_n = (n-1)I_{n-2}$, we integrate by parts. For $n \geq 2$,

$$
I_n = \int_0^{\pi/2} \sin^n x \, dx
$$

$$
= \int_0^{\pi/2} \sin x \cdot \sin^{n-1} x \, dx
$$

$$
= \left[ -\cos x \cdot \sin^{n-1} x \right]_0^{\pi/2} + \int_0^{\pi/2} \cos x \cdot (n-1) \sin^{n-2} x \cdot \cos x \, dx
$$

$$
= (n-1) \int_0^{\pi/2} (1 - \sin^2 x) \sin^{n-2} x \, dx
$$

$$
= (n-1) \left( I_{n-2} - I_0 \right).
$$

i.e. $nI_n = (n-1)I_{n-2}$ ($n = 2, 3, \ldots$).

It follows that

$$
1 < \frac{I_{2n}}{I_{2n+1}} < \frac{I_{2n-1}}{I_{2n+1}} = \frac{2n+1}{2n} \to 1 \text{ as } n \to \infty.
$$

2. Use (18) of the previous question. We obtain

$$
I_{2n} = \frac{(2n-1)}{2n} \left[ \frac{(2n-1)(2n-3)}{2n(2n-2)} \right] \left[ \frac{(2n-3)(2n-5)}{2n(2n-2)} \right] \ldots \left[ \frac{(2n-1)(2n-3)}{2n(2n-2)} \right]
$$

$$
= \frac{(2n)!}{(2^n n!)^2} \left[ \frac{1}{2} \right] (n = 0, 1, 2, \ldots).
$$

$$
I_{2n+1} = \frac{2n+1}{2n+2} \left[ \frac{2n}{2n-1} \right] \left[ \frac{2n}{2n-1} \right] \ldots \left[ \frac{2n}{2n-1} \right]
$$

$$
= \frac{(2n)!}{(2^n n!)^2} \left[ \frac{1}{2} \right] (n = 1, 2, \ldots).
$$

It follows that

$$
\frac{I_{2n}}{I_{2n+1}} = \frac{\pi (2n)!}{(2^n n!)^2} \left( \frac{2n+1}{2n} \right) \left( \frac{2n!}{(2^n n!)^2} \right)
$$

$$
\approx \frac{\pi}{2} (2n+1) C^{-2} \left( 2^{2n} n^{2n} \right)^{-1} e^{-2n}
$$

$$
= \frac{\pi}{2} (2n+1) C^{-2} \left( 2^{2n} n^{2n} \right)^{-1} e^{-2n}
$$

$$
= \frac{\pi}{n} \left( \frac{2n+1}{n} \right) C^{-2} \to 2\pi C^{-2} \text{ as } n \to \infty.
$$

By the previous question, $2\pi C^{-2} = 1$, i.e. $C = \sqrt{2\pi}$.  

Solutions to exercises (17.4)
3 The fact that \( (d_n - (12n)^{-1}) \) increases was demonstrated in §17.2. As in §17.2,
\[
d_n - d_{n+1} = f(x) = \frac{x^2}{3} + \frac{x^4}{5} + \frac{x^6}{7} + \ldots \quad \left( x = \frac{1}{2n+1} \right)
\]
Hence
\[
d_n - d_{n+1} > \frac{x^2}{3} = \frac{1}{3(2n+1)^2} = \frac{1}{12n^2 + 12n + 3}.
\]
But
\[
\frac{1}{12n + 1} - \frac{1}{12(n + 1) + 1} = \frac{12n + 13 - 12n - 1}{(12n + 1)(12n + 13)} = \frac{12}{(12n + 1)(12n + 13)}.
\]
It follows that
\[
\left( d_n - \frac{1}{12n + 1} \right) - \left( d_{n+1} - \frac{1}{12(n + 1) + 1} \right) > \frac{(12n + 1)(12n + 13) - 12(12n^2 + 12n + 3)}{3(12n + 1)(12n + 13)(2n + 1)^2}.
\]
The numerator is equal to
\[
12n(14 - 12) + (13 - 36) = 24n - 23 > 0 \quad (n = 1, 2, \ldots)
\]
and therefore the sequence \( (d_n - (12n + 1)^{-1}) \) decreases.

We know that \( d_n \to d \) as \( n \to \infty \) and therefore
\[
d_n - d_n < d - d_{n+1} < \frac{1}{12n + 1} \quad (n = 1, 2, \ldots).
\]
Taking exponentials and noting that \( C = \exp d = \sqrt{2\pi} \), we obtain
\[
e^{-1/(12n)} < \sqrt{2\pi} \cdot n^{-1/2} e^{-n} < e^{-1/(12n + 1)}
\]
as required.

We may deduce that
\[
n! (1 - e^{-1/(12n + 1)}) < n! - (2\pi)n^{n+1/2} e^{-n} < n! (1 - e^{-1/12n}).
\]
Since \( e^x - 1 \) is approximately equal to \( x \) for small values of \( x \) (Why?), the maximum possible error in approximating to \( n! \) is about
\[
\frac{1}{12n}.
\]

4 Consider, for \( 0 < \delta < \Delta \), the value of
\[
\int_0^\Delta 
\]
\[
\int_0^\Delta x^{n-1} e^{-x} \, dx = \left[ \frac{x^n}{n} \right]_0^\Delta + \int_0^\Delta x^{n-1} e^{-x} \, dx
\]
\[
= \frac{1}{x} \left[ \Delta^n e^{-\Delta} - \delta^x e^{-\delta} \right] + \frac{1}{x} \int_\delta^\Delta x^n e^{-x} \, dx.
\]
Observe that \( \Delta^n e^{-\Delta} \to 0 \) as \( \Delta \to +\infty \) (exponentials drown powers) and \( \delta^x \to 0 \) as \( \delta \to 0 + \). It follows that
\[
\Gamma(x) = \frac{1}{x} \Gamma(x+1)
\]
as required.

5 Let \( 0 < a < \alpha < x \leq y \leq \beta < \beta \) and let \( 0 < \delta < \Delta \). Then
\[
\int_0^\Delta x^{n-1} e^{-x} \, dx - \int_0^\Delta x^{n-1} e^{-x} \, dx \leq \int_0^\Delta x^{n-1} - x^{n-1} \, dx.
\]

We may apply the mean value theorem and obtain
\[
\frac{x^n - y^n}{x-y} = (\log x) x^{n-1}
\]
for some \( \xi \) between \( x \) and \( y \).

For any \( r > 0 \), \( t \to r \log t \) \( t \to 0 + \) and \( t \to r \log t \) \( t \to 0 + \). It follows from (20) that we can find an \( H \) such that
\[
|x^n - y^n| \leq H|x^{n-1} + y^{n-1}| |x-y|
\]
and hence it follows from (19) that
\[
|x^n - y^n| \leq H|x-y| \{ \Gamma(x) + \Gamma(y) \}
\]
and the continuity of the gamma function then follows from the sandwich theorem.

6 We show that \( \log \Gamma(\frac{1}{2}x + \frac{1}{2}y) \leq \frac{1}{2} \log \Gamma(x) + \frac{1}{2} \log \Gamma(y) \) and appeal to exercise 12.21(6). By the Schwarz inequality (theorem 13.25), if \( 0 < \delta < \Delta \),
\[
\left( \int_\delta^\Delta t(x-\gamma)^2 \, e^{-t} \, dt \right)^2 = \left( \int_\delta^\Delta t(x-\gamma)^2 \, e^{-t} \, dt \right) \left( \int_\delta^\Delta t(x-\gamma)^2 \, e^{-t} \, dt \right)^2
\]
\[
\leq \left( \int_\delta^\Delta t \, e^{-t} \, dt \right) \left( \int_\delta^\Delta t \, e^{-t} \, dt \right).
\]
Thus
\[ \left( \frac{x+y}{2} \right)^2 \leq \{ \Gamma(x) \} \{ \Gamma(y) \} \]
and the result follows.

**Exercise 17.7**

1. Make the change of variable \(-t = \log u\) in the integral
\[ \int_0^A t^{n+1} e^{-t} \, dt. \]

2. We use the inequality
\[(y+n)! = (y+n)^n \Gamma(n+1) \leq \Gamma(y+n+1) = (n+1)! \]
established in the proof of theorem 17.6 for \(0 \leq y < 1\) and \(n \in \mathbb{N}\).

Given \(x\), let \(n+1\) be the largest natural number satisfying \(n+1 \leq x\) and write \(x = y + n + 1\). Then \(0 \leq y < 1\).

Consider
\[ \Gamma(x) \frac{\sqrt{2\pi} x^{\frac{1}{2} - x} e^{-x}}{(n+1)!} \leq \frac{(n+1)! y^n n^{n/2} e^{-n}}{\sqrt{2\pi} x^{\frac{1}{2} - x} e^{-x}} \]
\[ = \frac{y+n+1}{y+n} \frac{y^{n/2} (y+n+1)^{1/2} e^{-y-n}}{x^{1/2} e^{-x}} \]
\[ = \frac{y+n+1}{y+n} \left( 1 + \frac{y+1}{n} \right)^{n/2} e^{-y-n} \]
\[ \to 1 \quad \text{as} \quad n \to \infty. \]

A similar argument for the left hand side of inequality (21) completes the proof.

3. We have
\[ \lim_{z \to 0} \left( \frac{\log (1+z) - x^2}{z^2} \right) = \lim_{z \to 0} \left( \frac{(1+z)^{1/2} - 1}{2z} \right) = \lim_{z \to 0} \left( \frac{- (1+z)^{-1/2}}{2} \right) = -\frac{1}{2}. \]

Consider
\[ \sqrt{u} f_u(u + x\sqrt{u}) = \frac{\sqrt{u}}{\Gamma(u)} (u + x\sqrt{u})^{u-1} e^{-u - x\sqrt{u}} \]
\[ \sim \sqrt{u} (u + x\sqrt{u})^{u-1} e^{-u - x\sqrt{u}} \]
\[ = \frac{1}{\sqrt{2\pi}} \left( 1 + \frac{x}{\sqrt{u}} \right)^{u-1} e^{-x\sqrt{u}} \]
\[ = \frac{1}{\sqrt{2\pi}} \left( 1 + \frac{x}{\sqrt{u}} \right)^{u-1} \exp \left[ u \log \left( 1 + \frac{x}{\sqrt{u}} \right) - x\sqrt{u} \right]. \]

Write \(z = x/\sqrt{u}\). Then
\[ u \log \left( 1 + \frac{x}{\sqrt{u}} \right) - x\sqrt{u} = \frac{x^2}{z^2} \log \left( 1 + \frac{z}{x} \right) - \frac{x^2}{z} \]
\[ = \frac{x}{z} \left[ \log \left( 1 + \frac{z}{x} \right) - \frac{z}{x} \right] \]
\[ \to -\frac{1}{2} x^2 \text{ as } z \to 0. \]

and the result follows.

4. We use proposition 13.29 to check that the improper integral exists for \(x > 0\) and \(y > 0\). The inequalities
\[ \tau^{x-1} (1-t)^{y-1} < \tau^{x-1} \quad (0 < t < 1)\]
\[ \tau^{x-1} (1-t)^{y-1} < \tau^{x-1} \quad (0 < t < 1)\]
suffice for this purpose. The fact that \(B(x, y)\) is a continuous function of \(x\) (and of \(y\)) is proved in the same manner as exercise 17.4(5). The fact that its logarithm is convex is proved in the same manner as exercise 17.4(6).

5. After the previous question, we need only show that \(f(1) = 1\) and \(f(x+1) = xf(x)\). Now
\[ f(1) = \frac{\Gamma(1+y)}{\Gamma(y)} B(1, y) = y \int_0^1 (1-t)^{y-1} \, dt = 1. \]

Also, if \(0 < \alpha < \beta < 1\)
\[ \int_\alpha^\beta \tau^x (1-t)^y \, dt = \left[ -\tau^x \frac{1}{y} (1-t)^y \right]^\beta_\alpha + \int_\alpha^\beta \tau^x x t^{x-1} \frac{1}{y} (1-t)^y \, dt. \]
It follows that \(B(x+1, y) = xy^{-1}B(x, y+1)\). But
\[ B(x, y+1) = \int_0^1 \tau^x (1-t)^y \, dt = \int_0^1 \tau^x (1-t)^{y-1} (1-t) \, dt = B(x, y) - B(x+1, y). \]
Hence

\[ B(x + 1, y) = \frac{x}{y} (B(x, y) - B(x + 1, y)) \]

\[ \left(1 + \frac{x}{y}\right) B(x + 1, y) = \frac{x}{y} \delta(x, y) \]

\[ B(x + 1, y) = \frac{x}{x + y} B(x, y). \]

It follows that

\[ f(x + 1) = \frac{\Gamma(x + 1 + y)}{\Gamma(y)} B(x + 1, y) \]

\[ = (x + y) \frac{\Gamma(x + y)}{\Gamma(y)} \frac{x}{x + y} B(x, y) = xf(x). \]

Since \( f \) satisfies all the conditions of theorem 17.6, it follows that \( f(x) = \Gamma(x) (x > 0) \) and therefore

\[ B(x, y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x + y)}. \]

6. Take \( x = y = \frac{1}{2} \) in the previous question. Now

\[ B\left(\frac{1}{2}, \frac{1}{2}\right) = \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(1)} = \Gamma\left(\frac{1}{2}\right)^2. \]

On the other hand

\[ B\left(\frac{1}{2}, \frac{1}{2}\right) = \int_{-1}^{1} \frac{dt}{\sqrt{1-t}} = \int_{-\infty}^{\infty} \frac{2 \sin \theta \cos \theta d\theta}{\sin \theta \sqrt{1 - \sin^2 \theta}} = \pi. \]

Thus \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi}. \)

Write \( t = x^2/2. \) Then

\[ \int_{0}^{\infty} e^{-x^2/2} dx = \int_{0}^{\infty} (2t)^{-1/2} e^{-t} dt = \frac{1}{\sqrt{2}} \Gamma\left(\frac{1}{2}\right) = \sqrt{\frac{\pi}{2}}. \]

Hence

\[ \int_{-\infty}^{-\infty} e^{-x^2/2} dx = 2 \sqrt{\frac{\pi}{2}} = \sqrt{2\pi}. \]

SUGGESTED FURTHER READING

1. Further analysis


This book is notable in the clarity of its exposition but is perhaps a little old-fashioned in its treatment of some topics.


This is a well-tried and popular text. The treatment is rather condensed.


This is a useful text, especially in its treatment of vector methods.


All the books above include a discussion of complex analysis (i.e. analysis involving the entity \( i = \sqrt{-1} \)), but this book is a particularly easy introduction to the topic.


This is an excellent book. The choice of material and manner of presentation has been carefully considered. Its treatment of the Lebesgue integral is particularly good. It is, however, a book which makes considerable demands on the reader.


The title of the book describes its content. It is very well-written indeed.

2. Logic and set theory


This is for entertainment purposes. But it also contains some very instructive examples.


This is another entertaining book in which the paradoxes of the infinite are explored at length. It is highly recommended.


This is the standard reference for elementary set theory.

This is a very good book which covers some difficult material.


Formal mathematical logic is a fascinating and expanding field. This book is a good introduction.


This remains an excellent and simple account of the algebraic foundations of the real number system.
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